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We are delighted to have hosted the 15th Hamlyn Symposium on Medical Robotics led by Professor the Lord Ara Darzi, who holds the Paul Hamlyn Chair of Surgery at Imperial College London, the Royal Marsden Hospital and the Institute of Cancer Research, London and Professor Ferdinando Rodriguez y Baena, Professor of Medical Robotics in the Department of Mechanical Engineering at Imperial College, and Co-Director of the Hamlyn Centre.

This year’s symposium was held at the Royal Geographical Society on the 26th to 29th June 2023. The theme of the meeting was "Immersive Tech: The Future of Medicine", and covered several topics including bioinspired robots, wearable robots, virtual/augmented reality, imaging/navigation, smart devices, all with a strong focus on clinical translation challenges. The event was supported by world-renowned international programme committee, who ensured a timely and robust peer review of the submitted papers. Out of the 111 papers submitted, 79 were selected either as oral or poster presentations.

We were delighted to have distinguished keynote speakers from the USA, UK, and Hong Kong. We were honoured to have two keynotes on the first day of the symposium, the first by Dr Timothy Ferris, NHS National Director of Transformation and previously, non-executive director of NHS Improvement, who is internationally renowned for his pioneering work on improving health and care in both hospital and community settings. We were equally delighted to feature a keynote talk by Professor Esther Rodriguez-Villegas, an academic and an entrepreneur, who is founder of two active life-sciences companies, Acurable and TainiTec. Acurable focuses on creating and commercialising disruptive wearable medical devices to facilitate and improve the diagnosis and management of chronic cardiovascular conditions, among which, the first wearable medical device to have been granted the CE-mark for fully automatic diagnosis of Obstructive Sleep Apnoea (OSA). TainiTec develops and commercialises the, currently, smallest preclinical wireless neural recording systems on the market.

The second day of the symposium featured two more keynote talks by prominent academics in their field: the first by Professor Allison Okamura, who is professor in the Mechanical Engineering Department at Stanford University, with a courtesy appointment in Computer Science. She is currently the Editor-in-Chief of the journal IEEE Robotics and Automation Letters. She has been an Associate Editor of the IEEE Transactions on Haptics, Editor-in-Chief of the IEEE International Conference on Robotics and Automation Editorial Board, an editor of the International Journal of Robotics Research, and co-chair of the IEEE Haptics Symposium. Lastly, we were delighted to close the symposium with our final keynote speaker, Professor Philip Chiu, who is Professor of the Division of Upper GI and Metabolic Surgery, Department of Surgery, Director of the Multi-Scale Medical Robotics Centre, Director of the Endoscopy Centre, Institute of Digestive Disease, Director of the CUHK Jockey Club Minimal Invasive Surgical Skills Centre, Director of the CUHK Chow Yuk Ho Technology Centre for Innovative Medicine, and Associate Dean (External Affairs), Faculty of Medicine, all within the Chinese University of Hong Kong.

During this year’s Industry Forum, we had the opportunity to engage subject experts in a lively discussion on ‘Harnessing the potential of digital surgery: challenges and opportunities’. The healthcare industry is responsible for generating over 30% of the world’s data volume and, with an
expected compound annual growth rate of 36% by 2025, effective management and analysis of this massive amount of data is crucial. We were incredibly excited to have the following speakers on the panel:

- Kevin Jarrold, Chief Information Officer at Imperial College Healthcare NHS Trust
- Shan Jegatheeswaran, Head of MedTech Digital for Johnson and Johnson
- Matthew Howard, International Lead, Public Sector Healthcare Data Science & AI, Amazon Web Services
- Clíodhna Ní Ghuidhir, Principal Scientific Adviser for AI, NICE
- Rich Mahoney, Vice President Research, Intuitive Surgical
- Alex Maret, Vice President, Robotics & Digital Surgery at Cambridge Consultants
- George Murgatroyd, Vice President, Digital Technologies, Medtronic

The panel was moderated by James Kinross, Senior Lecturer at Imperial College and Consultant in Colorectal Surgery, and Ferdinando Rodriguez y Baena.

This year we also featured a Clinical Forum centred on the complexities associated to the clinical translation of robotic technology. During this Forum, we had the opportunity to engage clinical and engineering experts in a lively discussion about the challenges and opportunities of translating medical robots by exploring questions such as:

- How could biomedical engineering and clinical sciences work together to enable effective translation?
- How could a quality management system support translation?
- How do we tackle patient interest and acceptance?
- Who should pay for novel technologies?
- How to deal with regulatory approval, clinical trials, and reimbursement?

Our esteemed panellists were leaders in their field:
1. Arianna Menciassi, BME, Sant'Anna School of Advanced Studies, Italy
2. William Anderson, Neurosurgeon, John’s Hopkins University, USA
3. Mark Slack, Gynaecologist, Chief Medical Officer of CMR Surgical, UK
4. Kevin Cleary, Technical Director, Bioengineering Initiative, Childrens National Medical Centre, USA
5. Gernot Kronreif, Chief Scientific Officer, ACMIT GmbH, Austria

The panel was moderated by Professor Andreas Melzer, MD DDS, ICCAS University Leipzig and IMSaT University Dundee.

We were delighted to see that the affiliated workshops to the Symposium have continued to grow and flourish, with many of them organised by early career researchers. A total of 12 workshops were organised and they covered the areas of: soft robotics for endoscopy, micro nano robotics, robotic systems for surgery training, computer assisted interventions, robotic awareness and autonomy in surgery and open-source software for surgical technologies. We continued to receive CPD accreditation for these workshops from the Royal College of Surgeons and we are proud to deliver a programme that enables to continued professional development of clinicians and engineers in these fields. A detailed programme of the workshops is listed on our website. We believe these workshops
have played a crucial role in providing a platform for the formulation of new ideas and future collaborations.

One of our continued highlights of the Symposium was the Surgical Robot Challenge, which encourages researchers to push their technologies a little further than writing journals and conference papers allows, and more importantly, share those developments with the community to help test out novel ideas and help steer trends in the wider surgical robotic community. This year we had 9 finalist teams, from all around the world including Italy, China, USA, United Kingdom, and others.

The challenge was sponsored by Intuitive Surgical, Cambridge Consultants and the Wellcome Trust. We were grateful for the sponsorship we received and to our esteem judges, Robert Merrifield, from Imperial College London (and founder of the challenge in 2015), Riccardo Secoli, from Cambridge Consultants and Rich Mahoney, from Intuitive Surgical. We showcased the entries at the Hamlyn Symposium via a highlights video and announced the winners at the award ceremony. All entries can be also viewed on our Hamlyn Symposium website and YouTube channel, where a digital recording of the award ceremony is also accessible.

Organising an international meeting of this scale involves a huge amount of effort and requires a dedicated team. We would like to thank the International Programme Committee for dedicating their valuable time to ensure timely review of the submitted papers and to the Workshop Organisers who, through joint effort, helped put together an excellent symposium programme. We are grateful to all our sponsors and exhibitors for supporting the Symposium and affiliated Workshops. Special thanks go to the Royal College of Surgeons of England for arranging CPD accreditation of the Symposium workshops.

Finally, we would like to take this opportunity to express our gratitude to the Hamlyn Centre team who have worked so hard behind the scenes, managing all aspects of the Symposium organisation, from programme preparation and publicity to registration and logistics. In particular, we would like to thank, Alia Talaat Ahmed, Salzitsa Anastasova-Ivanova, Nazia Bharde, Ana Cruz Ruiz, Marianne Knight, and Robert Merrifield, as well as all of the Hamlyn Centre, especially our many volunteers, who have helped to make the Symposium a great success. Lastly, special thanks go to Lady Hamlyn. None of this would be possible without the generous philanthropic support from both the Helen Hamlyn Trust and Lady Hamlyn herself. It remains a great honour and privilege to have had the opportunity to establish, develop and lead the Hamlyn Centre to its current internationally recognised status, supported by so many talented researchers.
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<tr>
<th>Session 1: Navigation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong></td>
<td></td>
</tr>
</tbody>
</table>
| **SLAM-based Surgical Guidance For Breast Reconstruction Surgery** | Elise Fu (Brigham and Women's Hospital, Harvard Medical School, US)  
Ángela Alarcón de la Lastra (Brigham and Women's Hospital, Harvard Medical School, US)  
Haoyin Zhou (Brigham and Women's Hospital, Harvard Medical School, US)  
Ruisi Zhang (Brigham and Women's Hospital, Harvard Medical School, US)  
Justin Broyles (Brigham and Women's Hospital, Harvard Medical School, US)  
Haripriya Ayyala (Yale Medical School, US)  
Bohdan Poma (Yale Medical School, US)  
Jayender Jagadeesan (Brigham and Women's Hospital, Harvard Medical School, US) |
| **3**                |       |
| **SLAM-based Trackerless Navigation System for Lateral Skull base Surgery: A Pilot Cadaver Study** | Haoyin Zhou (Brigham and Women's Hospital, US)  
Ryan Bartholomew (Brigham and Women's Hospital; Massachusetts Eye and Ear Infirmary, US)  
Maud Boreel (Brigham and Women's Hospital; Massachusetts Eye and Ear Infirmary, US)  
Alejandro Garcia (Brigham and Women's Hospital; Massachusetts Eye and Ear Infirmary, US)  
Krish Suresh (Brigham and Women's Hospital; Massachusetts Eye and Ear Infirmary, US)  
Saksham Gupta (Brigham and Women's Hospital, US)  
Jeffrey Guenette (Brigham and Women's Hospital, US)  
Daniel Lee (Massachusetts Eye and Ear Infirmary, US)  
C. Eduardo Corrales (Brigham and Women's Hospital, US)  
Jayender Jagadeesan (Harvard University, US) |
| **5**                |       |
| **dvrk-Based Teleoperation of a CTR Robot with Stereovision Feedback for Neurosurgery** | Changyan He (The Hospital for Sick Children, Canada)  
Robert Nguyen (The Hospital for Sick Children, Canada)  
Eric Diller (University of Toronto, Canada)  
James Drake (The Hospital for Sick Children, Canada)  
Thomas Looi (The Hospital for Sick Children, Canada) |
| **7**                |       |
| **Proof of Concept Implementation of Forbidden Region Dynamic Active Constraints in Minimally Invasive Surgery** | Zejian Cui (Imperial College London, UK)  
Ferdinando Rodriguez Y Baena (Imperial College London, UK) |
<table>
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<tr>
<th>Page</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
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<tr>
<td>9</td>
<td>How Insights from In Vivo Human Pilot Studies with da Vinci Image</td>
<td>Piper Cannon (Vanderbilt University, US)</td>
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<td></td>
<td>Guidance are Informing Next Generation System Design</td>
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<td></td>
<td></td>
<td>S. Duke Herrell (Vanderbilt University Medical Center, US)</td>
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<td></td>
<td></td>
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</tr>
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</tr>
<tr>
<td>17</td>
<td>Towards Cellular Level Microsurgery: Design And Testing Of A High</td>
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</tr>
<tr>
<td></td>
<td></td>
<td>Rodrigo Aviles-Espinosa (Robotics and Mechatronics Systems Research Centre, School of Engineering and Informatics, University of Sussex, UK)</td>
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Session 3: Surgical Needles & Catheters

21 Toward Multiple-Point Stiffness Changing Surgical Needle for Eye Surgery Robotic System
Rongwan Chen (Chonnam National University, South Korea)
Seong Young Ko (Chonnam National University, South Korea)

23 Ultrasonically-Lubricated Catheters: A Proof of Concept
Mostafa A. Atalla (Delft University of Technology, Netherlands)
Jeroen J. Tuijp (Delft University of Technology, Netherlands)
Michaël Wiertlewski (Delft University of Technology, Netherlands)
Aimée Sakes (Delft University of Technology, Netherlands)

25 Augmented Reality-assisted Epidural Needle Insertion: User Experience and Performance
Negar Kazemipour (CONCORDIA University, Canada)
Amir Sayadi (McGill University, Canada)
Renzo Cecere (McGill University, Canada)
Jake Barralet (McGill University, Canada)
Amir Hooshiar (McGill University, Canada)

27 Workspace Characterization for Hybrid Tendon and Ball Chain Continuum Robots
Giovanni Pittiglio (Boston Children's Hospital - Harvard Medical School, US)
Margherita Mencattelli (Boston Children's Hospital - Harvard Medical School, US)
Abdulhamit Donder (Boston Children's Hospital - Harvard Medical School, US)
Yash Chitalia (University of Louisville, US)
Pierre E. Dupont (Boston Children's Hospital - Harvard Medical School, US)

29 A Comparison of the Workspace and Dexterity of Hybrid Concentric Tube Robot and Notched Wrist Systems
Paul H. Kang (University of Toronto, Canada)
Robert H. Nguyen (The Hospital for Sick Children, Canada)
Thomas Looi (The Hospital for Sick Children, Canada)
James Drake (The Hospital for Sick Children, Canada)

Poster Teasers 1

31 Design and Control of a Tele-operated Soft Instrument in Minimally Invasive Surgery
Jialei Shi (University College London, UK)
Helge Wurdemann (University College London, UK)

33 A Deep Learning Model for Tip Force Estimation on Steerable Catheters Via Learning-From-Simulation
Majid Roshanfar (Concordia University, Canada)
Pedram Fekri (Concordia University, Canada)
Javad Dargahi (Concordia University, Canada)

35

DEBI: A New Mechanical Device for Safer Needle Insertions
Ayhan Aktas (Imperial College London, UK)
Enrico Franco (Imperial College London, UK)

37

Valvuloplasty Balloon Catheter Sizing Approach for Calcified Aortic Valve with Different Annulus Ratios
Junke Yao (University College London, China)
Giorgia Bosi (Department of Mechanical Engineering, University College London, UK)
Gaetano Burriesci (University College London, UK)
Helge Wurdemann (University College London, UK)

39

Implementation of a Novel Handheld Endoscopic Operation Platform (EndoGRASP)
Chun Ping Lam (The Chinese University of Hong Kong, Hong Kong)
Ming Ho Ho (Multi-scale Medical Robotics Center, Hong Kong)
Shi Pan Siu (Multi-scale Medical Robotics Center, Hong Kong)
Ka Chun Lau (Multi-scale Medical Robotics Center, Hong Kong)
Yeung Yam (The Chinese University of Hong Kong, Hong Kong)
Philip Wai Yan Chiu (The Chinese University of Hong Kong, Hong Kong)

41

Magnetic Anchored and Cable Driven Endoscope for Minimally Invasive Surgery
Jixiu Li (The Chinese University of Hong Kong, Hong Kong)
Tao Zhang (Multi-scale Medical Robotics Center (MRC), Hong Kong)
Truman Cheng (Multi-scale Medical Robotics Center (MRC), Hong Kong)
Calvin Sze Hang Ng (The Chinese University of Hong Kong and Multi-scale Medical Robotics Center (MRC), Hong Kong)
Philip Wai Yan Chiu (The Chinese University of Hong Kong and Multi-scale Medical Robotics Center (MRC), Hong Kong)
Zheng Li (The Chinese University of Hong Kong and Multi-scale Medical Robotics Center (MRC), Hong Kong)

43

SciKit-Surgery for Augmented Reality Surgery Research
Stephen Thompson (UCL, UK)
Miguel Xochicale (UCL, UK)
Thomas Dowrick (UCL, UK)
Matthew Clarkson (UCL, UK)

45

Flexible Magnetic Soft Stent for Mobile Flow Diversion
Tianlu Wang (Max Planck Institute for Intelligent Systems, Germany)
Metin Sitti (Max Planck Institute for Intelligent Systems, Germany)
A Novel Stereoscopic Thermal Endoscope for Tissue Damage Prevention

Dumitru Scutelnic (University of Verona, Italy)
Giacomo De Rossi (University of Verona, Italy)
Nicola Piccinelli (University of Verona, Italy)
Claudia Daffara (University of Verona, Italy)
Salvatore Siracusano (University of L'Aquila, Italy)
Riccardo Muradore (University of Verona, Italy)

Augmented Reality-Based Surgical Guidance for Anterior and Posterior Cruciate Ligament Reconstruction

Deokgi Jeung (Department of Robotics and Mechatronics Engineering, DGIST, South Korea)
Hyun-Joo Lee (Department of Orthopaedic Surgery, Kyungpook National University Hospital, South Korea)
Hee-June Kim (Department of Orthopaedic Surgery, Kyungpook National University Hospital, South Korea)
Jaesung Hong (Department of Robotics and Mechatronics Engineering, DGIST, South Korea)


Konstantinos Mountris (Mechanical Engineering Dept., University College London, UK)
Richard Schilling (Barts Heart Centre, St Bartholomew's Hospital, UK)
Alicia Casals (Research Center for Biomedical Engineering, Universitat Politecnica de Catalunya, Spain)
Helge Wurdemann (Mechanical Engineering Dept., University College London, UK)

Computer-Based Assessment of The Operator’s Experience in Obstetric Ultrasound Examination Based on Hand Movements and Applied Forces

Veronica Penza (Istituto Italiano di Tecnologia, Italy)
Andrea Santangelo (Istituto Italiano di Tecnologia, Italy)
Dario Paladini (Istituto Giannina Gaslini, IRCCS, Italy)
Leonardo S. Mattos (Istituto Italiano di Tecnologia, Italy)

Dual Robot System for Autonomous Needle Insertion into Deep Vessels

Lorenzo Civati (Advanced Robotics, Istituto Italiano di Tecnologia (IIT), Italy)
Maria Koskinopoulou (Advanced Robotics, Istituto Italiano di Tecnologia (IIT), Italy)
Andrea Santangelo (Advanced Robotics, Istituto Italiano di Tecnologia (IIT), Italy)
Leonardo S. Mattos (Advanced Robotics, Istituto Italiano di Tecnologia (IIT), Italy)
Design of a Flexible Bone Drill Using a Hydraulic Pressure Wave

Esther P. de Kater (TU Delft, Netherlands)
Tjalling G. Kaptijn (TU Delft, Netherlands)
Aimée Sakes (TU Delft, Netherlands) Paul Breedveld (TU Delft, Netherlands)

Toward a Millimeter-Scale Tendon-Driven Continuum Wrist with Integrated Gripper for Microsurgical Applications

Alexandra Leavitt (Robotics Center and Kahlert School of Computing, University of Utah, US)
Ryan Lam (Robotics Center and Kahlert School of Computing, University of Utah, US)
Nichols Crawford Taylor (Robotics Center and Kahlert School of Computing, University of Utah, US)
Daniel S. Drew (Robotics Center and Department of Electrical and Computer Engineering, University of Utah, US)
Alan Kuntz (Robotics Center and Kahlert School of Computing, University of Utah, US)

Extracting Unusual Movements during Robotic Surgical Tasks: A Semi-Supervised Learning Approach

Yi Zheng (University of Texas at Austin, United States)
Ann Majewicz-Fey (University of Texas at Austin, United States)

Evolutionary Deep Learning Using Hybrid EEG-Fnirs-ECG Signals to Cognitive Workload Classification in Laparoscopic Surgeries

Adrian Rubio Solis (Imperial College London, UK)
Kaizhe Jin (Imperial College London, UK)
Ravi Naik (Imperial College London, UK)
George Mylonas (Imperial College London, UK)

WaveLeNet: Transfer Neural Calibration for Embedded Sensing in Soft Robots

Navid Masoumi (CONCORDIA University, Canada)
Negar Kazemipour (CONCORDIA University, Canada)
Sarvin Ghiasi (McGill University, Canada)
Tannaz Torkaman (CONCORDIA University, Canada)
Amir Sayadi (McGill University, Canada)
Javad Dargahi (CONCORDIA University, Canada)
Amir Hooshair (McGill University, Canada)

SimPS-Net: Simultaneous Pose & Segmentation Network of Surgical Tools

Spyridon Souipas (Imperial College London, UK)
Anh Nguyen (University of Liverpool, UK)
Stephen Laws (Imperial College London, UK)
Deep Imitation Learning for Automated Drop-In Gamma Probe Manipulation

Kaizhong Deng (The Hamlyn Centre for Robotic Surgery, Imperial College London, UK)
Booru Huang (The Hamlyn Centre for Robotic Surgery, Imperial College London, UK)
Daniel S. Elson (The Hamlyn Centre for Robotic Surgery, Imperial College London, UK)

Enhancing Fluoroscopy-Guided Interventions: a Neural Network to Predict Vessel Deformation without Contrast Agents

François Lecomte (Inria, France)
Valentina Scarponi (Inria, France)
Pablo Alvarez (Inria, France)
Juan Verde (IHU Strasbourg, France)
Jean-Louis Dillenseger (Univ Rennes, France)
Eric Vibert (Paul Brousse Hospital, Paris, France)
Stéphane Cotin (Inria, France)

Comparison of Denoising Methods for Synthetic Low-Field Neurological MRI

Anthony O'Brien (Imperial College London, UK)
Ferdinando M Rodriguez Y Baena (Imperial College London, UK)

Learning Robotic Ultrasound through Coaching

Mythra Balakuntala (Purdue University, US)
Deepak Raina (Purdue University, US)
Juan Wachs (Purdue University, US)
Richard Voyles (Purdue University, US)
Wednesday, June 28th

Session 5: Simulation & Training

77 Global Versus Local Kinematic Skills Assessment on Robotic Assisted Hysterectomies

Arnaud Huaulmé (Univ Rennes, INSERM, LTSI - UMR 1099, France)
Krystel Nyangoh Timoh (Department of Obstetrics and Gynecology, Rennes University Hospital, Rennes, France, France)
Victor Jan (Univ Rennes, INSERM, LTSI - UMR 1099, France)
Sonia Guerin (Department of Obstetrics and Gynecology, Rennes University Hospital, Rennes, France, France)
Pierre Jannin (Univ Rennes, INSERM, LTSI - UMR 1099, France)

79 Using LOR Syringe Probes as a Method to Reduce Errors in Epidural Analgesia - a Robotic Simulation Study

Nitsan Davidor (Ben-Gurion University of the Negev, Israel)
Yair Binyamin (Soroka Medical Center, Israel)
Tamar Hayuni (Soroka Medical Center, Israel)
Ilana Nisky (Ben-Gurion University of the Negev, Israel)

81 Design of an Ex-Vivo Experimental Setup for Spine Surgery Based on in-Vivo Identification of Respiration-induced Spine Movement

Elie Saghbiny (Armand-Trousseau Hospital, Paris, France; Sorbonne Université, CNRS UMR 7222, INSERM U1150, ISIR, France)
Saman Vafadar (Sorbonne Université, CNRS UMR 7222, INSERM U1150, ISIR, France)
Antoine Harlé (Sorbonne Université, CNRS UMR 7222, INSERM U1150, ISIR, France)
Guillaume Morel (Sorbonne Université, CNRS UMR 7222, INSERM U1150, ISIR, France)

83 Towards a Robotic Minimally Invasive Surgery Assessment and Augmentation Platform for Visual-Haptic Acuity Development

Sergio Machaca (Johns Hopkins University, US)
Jeremy D. Brown (Johns Hopkins University, US)
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INTRODUCTION

In 2018, 31.3% of the patients with stage I and stage II cancer underwent mastectomy in the United States. The loss of the breast mound post mastectomy alters the physical appearance of the patient and can have significant detrimental effect on the body image and mental health of patients [1]. Breast reconstruction surgery (BRS) using DIEP (deep inferior epigastric perforators) flap utilizes redundant lower abdominal skin and fat for reconstruction of breast mound. Due to its composition of fat similar to native breast, the flap has the advantage of superior aesthetic contours of the reconstructed breast [2], [3]. However, in order to establish the best flap shape and volume, the surgeon must have finesse and intuition [4]. Asymmetry of the breast can lead to a lower quality of life and a badly reconstructed breast is a constant reminder of the disease. Thus, it is crucial to have an accurate, reliable and accessible method to assess breast volume and shape to plan the reconstruction. Our study proposes the use of a low-cost RGB-D camera to scan the contralateral breast of a patient who has undergone mastectomy and 3D print a mirrored mold to guide the surgeon to establish the best shape (see Figure 1).

MATERIALS AND METHODS

A. SLAM-based Mosaicking Algorithm

We propose to use the simultaneous localization and mapping (SLAM) method to mosaic the RGB-D data at different time steps without the use of an external tracker. Most existing RGB-D camera-based dense reconstruction methods, such as KinectFusion [5], depend on the truncated signed distance function (TSDF) algorithm [6] to generate the mesh model, which uses volumetric grids to represent the 3D environment. To improve the accuracy of breast reconstruction, we use volumetric grids with a small sampling step of 2 mm. The small sampling step significantly increases the number of volumetric grids, and in turn increases the computational burden and memory usage. Hence, it is essential to restrict the boundaries of the area-of-interest to reduce the number of grids. Another problem of using the traditional volumetric grid-based TSDF algorithm is that it relies heavily on GPU parallel computation to achieve real-time performance. However, in practice, it is often difficult to bring the GPU-equipped computers to the congested clinical work spaces. To solve the above problems, we propose to split our 3D dense reconstruction algorithm into on-the-fly and offline steps that can be run on a regular laptop. The on-the-fly step builds the model of the environment from the raw RGB-D data in real-time using a real-time planar TSDF algorithm to generate a dense point cloud with high resolution color texture. This step avoids the use of volumetric grids and can provide the user with a real-time map of the anatomy to delineate the breast boundaries. After manually cropping the boundaries of the breast, the offline step refines the results and generates a 3D printable mesh model using the volumetric grids-based TSDF algorithm with a small sampling step of 2mm.

B. Hardware, Software and 3D Printing

The hardware setup consists of an Intel RealSense D415 camera to scan the patient, a wireless clicker to control the software remotely, and a MacBook Pro (connected to the camera using a cable) to run the software. We have developed a software module in 3D Slicer to provide an intuitive workflow for the surgeons to input the patient details and scan the patient with minimal software interaction. The initial 3D reconstruction result is a point cloud with high-resolution color texture. This step avoids the use of volumetric grids and can provide the user with a real-time map of the anatomy to delineate the breast boundaries. After manually cropping the boundaries of the breast, the offline step refines the results and generates a 3D printable mesh model using the volumetric grids-based TSDF algorithm with a small sampling step of 2mm.

Fig. 1 (a) Workflow of the SLAM-Based Breast surface scanning system, (b) Overview of the SLAM algorithms used for reconstructing the breast surface
which is then 3D printed to create a rigid mold for shaping the DIEP flap during BRS (Figure 2(d)). This mold is used to shape the abdominal fat that is harvested to create the breast mound and mimic the patient’s native breast (Figure 2(e)).

C. Validation

We have conducted experiments to measure the repeatability and accuracy of the surface scan. A chest phantom (The Chamberlain Group, MA, USA) was used for validating the system. Eight CT skin markers (Beekley Medical, CT) with a diameter of 4.0 mm were placed on the acromial extremity of the clavicles, suprasternal notch, lower sternum, abdomen and umbilicus. To validate the mosaicking algorithm, a larger and smaller area of the phantom were scanned. The entire front side of the phantom was scanned to represent a larger area, and the right and left side to represent a smaller area. Three scans (n=3) of each side were performed for a total of 9 scans. Note that depending on the side of the phantom scanned, only the fiducial points visible on that side were used. We validate the repeatability and accuracy of the surface scans.

D. Patient Case Studies

Under an IRB approved study, fifteen patients (n=15) were scanned using the 3D surface reconstruction system to validate the system in a multi-center trial (BWH and Yale). These patients were of different ages, skin types, and breast sizes. Each patient during their surgery consult stood in front of a flat wall. Using the RGB-D camera, their breasts were individually scanned following the same workflow as described above and shown in Figure 1. In one patient, the rigid mold that was 3D printed from the surface scan was used intraoperatively to reconstruct the breast.

RESULTS

Repeatability and Accuracy: The 3D surface reconstruction was validated through repeatability and accuracy tests. When comparing the surface scans between each other through landmark pair distance error and fiducial registration error, the repeatability values were 0.88 ± 0.49 mm and 1.10 ± 0.35 mm, respectively. The landmark pair distance error and fiducial registration error when compared to the CT images had an average value of 1.38 ± 0.79 mm and 1.46 ± 0.48 mm, respectively.

Clinical studies: To validate the system on real patients, breast scans were completed on eight patients with different breast sizes, skin types, and ages. A point-cloud and mesh model were created for each patient. The entire breast was scanned successfully, including the inframammary fold. Although the breasts of different sizes were able to be scanned correctly, it was faster and more feasible to scan smaller ones.

Intraoperative Guidance: The breast mold was also used intraoperatively on one patient under an IRB-approved protocol. The patient underwent mastectomy and was scheduled for a BRS. A week before the procedure, the patient was scanned using the RGB-D camera integrated with the SLAM algorithms and a 3D point cloud of the healthy breast was created. Thereafter, the mesh model was created and flipped to represent the reconstructed breast, as shown in Figure 2(b). The flipped mesh model was then 3D printed to create a rigid mold for reconstructing the breast. On the day of the surgery, the flap was harvested from the abdomen and placed into the rigid mold to shape the flap to mimic the contralateral healthy breast. The procedure did not result in any complications.

DISCUSSION

We proposed the use of the Intel RealSense D415 RGB-D camera integrated with a mosaicking algorithm based on the SLAM method, to scan the entire breast surface and assist in BRS. The repeatability and accuracy of the 3D surface reconstruction presented optimal results, with average errors all under 1.46 mm. Initial clinical results show the utility of the system for assisting surgeons during BRS.
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INTRODUCTION

Lateral skull base surgery requires drilling near delicate structures with high accuracy. Misidentification of anatomy within the opaque temporal bone can lead to inadvertent surgical complications with high morbidity including facial paralysis, hearing loss, and dys equilibrium. Given that benign pathology is typically the indication for surgery, it is of elevated importance for the lateral skull base surgeon to deftly tread the line between underexposure, which risks persistent disease, and overexposure, which risks iatrogenic injury. The safety and efficacy of lateral skull base surgery may be improved with a viable surgical navigation system.

Despite the availability of surgical navigation systems for nearly three decades, they are infrequently used for lateral skull base surgeries. The navigation systems depend on external tracking equipment and can suffer from cumbersome registration and calibration steps, and suffer from metallic interference or line-of-sight issues. Moreover, for lateral skull base surgery, the patient head position may be adjusted intraoperatively and result in a significant registration error.

In this paper, we have developed a novel Simultaneous Localization and Mapping (SLAM)-based navigation system that localizes the anatomy in real-time based on images without the use of a tracking system. Using this technology, a brief pan of the endoscope can create a 3D surface model of the operative field in real time from the surgeon’s perspective. This computerized surface model is then fused to preoperatively acquired CT images of the temporal bone, providing information about the relationship of the exposed tissue surface to underlying anatomical structures. Thereafter, the endoscope is tracked in real-time with respect to the reconstructed surface using video-based features to localize the anatomical structures.

METHODS

A. Trackerless Surgical Navigation

The navigation system consists of three components - a) surface reconstruction of the exposed anatomy, b) registration of the surface to the preoperative CT images, and c) localization of the endoscope in real-time based on features extracted from the video images. The details of the steps are given below.

Surface Reconstruction: Our real-time 3D reconstruction algorithm first extracts 3D information from video frames via stereo matching, and then aligns the resultant 3D models using a novel feature-based SLAM method and a novel dense point cloud merging method [1]. In the current work, we have made significant modifications to improve its robustness and accuracy for lateral skull base surgery, as follows: (1) We have combined ORB and Superpoint image features to improve the tracking of video frames and endoscope. We observed that ORB is more robust for tracking adjacent video frames especially when the tissue surface has poor color texture. However, it is difficult to restore the loss of endoscope tracking using the ORB features, often encountered during surgery when the surgeon removes the endoscope from the surgical field. On the other hand, Superpoint, which is a deep learning-based method, is more robust for restoring the lost tracking of the endoscope but has an unpredictable behavior for tracking video frames. (2) We consider the uncertainty of the stereo-matching results for dense point cloud merging due to the limited range of depth perception of the standard 4 mm endoscope. A weight factor is applied for each pixel for merging and mosaicking, which is computed as the reciprocal value of the depth. (3) For each video frame, we added a feature-based sparse bundle adjustment (SBA) step for adjacent video frames according to the results of R1PPnP-based feature matches selection [2], and then perform SBA using all neighboring video frames.

Registration: Since not all landmarks are visible in both CT and intraoperative anatomy, we used half of the screw fiducials to compute the rigid 6-DoF transform for CT-endoscope registration. After the reconstruction of the initial surface scan followed by the CT-endoscope registration, the anatomical structures segmented from the CT images are aligned with the surface scan.

Real-time localization of anatomical structures: To provide surgical navigation on-the-fly, we have developed an intuitive software interface to provide augmented visualization of the CT structures overlaid on the reconstructed surface. The endoscope is continuously tracked based on the acquired video frames. We match the live video frame to the previously recorded video frames during surface reconstruction using Superpoint+R1PPnP. During this step, the dense point cloud mosaicking is disabled, and
Fig. 1 Experimental Protocol Summary. For each surgical step of a translabyrinthine dissection (A), a surface model is reconstructed from 3D-endoscopic video (B) and a CT model is segmented from high-resolution temporal bone CT images (C). The models are co-registered, and the surface model can be made semi-transparent (D) or rotated (E) to permit visualization of the underlying segmented structures.

the CT data is reprojected to the live endoscopy video frame in real-time using the GPU.

B. Surgery and fiducial placement

Fresh human cadaveric heads were used for experiments and translabyrinthine dissections were completed in five discrete steps. The first surgical step was presentation of the undisturbed pinna, the second surgical step was exposure of the mastoid bone, the third surgical step was a cortical mastoidectomy using a surgical drill to expose the aditus ad antrum with preservation of the tegmen mastoideum and sigmoid sinus, the fourth surgical step was a labyrinthectomy with complete removal of the semicircular canals, and the fifth and final surgical step was an internal auditory canal drill out whereby inferior and superior troughs were drilled and a thin layer of bone was left overlying the internal auditory canal. Following completion of each surgical step, 8 to 10 titanium screws (1.2mm, Stryker) were fixed to bone to serve as fiducials for quantifying the surface reconstruction, registration and localization errors.

C. CT imaging and anatomical model segmentation

Following completion of each surgical step and placement of fiducials, a 3D endoscope (4 mm, 0 degree, Karl Storz TipCam 3D Endoscopy system) was used to capture and reconstruct the exposed surface using the SLAM algorithm on a Titan V GPU. High resolution CT images of the cadaveric temporal bone (0.6 mm slice thickness) were acquired. Lateral skull base structures were manually segmented using semi-automatic image intensity-based methods. Segmented structures included bone, skin and soft tissue, ossicles, inner ear labyrinth, otic capsule, facial nerve, internal auditory canal, sigmoid sinus and jugular bulb, internal carotid artery, and screw fiducials.

RESULTS

For each ear, we performed 5 surgical steps and for each step, we placed 8-10 screw fiducials. Each fiducial has three coordinates in the SLAM, EM and CT spaces respectively. In addition, we have attached another EM tracker on the endoscope to record its motion, which is not needed by the SLAM algorithm and only used for validating the localization accuracy.

Three types of errors are reported in this paper: (1) Reconstruction error, which quantifies the accuracy of the endoscopy video-based 3D reconstruction, computed using the coordinates of the screw fiducials in CT images and endoscopy scans. (2) Registration error, which quantifies the error of aligning the reconstructed surface and the preoperative CT images. (3) Localization error that quantifies the accuracy in localizing the anatomical structures when the endoscope is in motion. Two electromagnetic trackers were used in our experiments. One localizes the coordinates of the fiducials, and the second one was attached to the endoscope. For each surgical step, we scan the anatomy twice. The first scan was used to build the 3D model, register the surface to the preoperative CT and obtain the EM-endoscope calibration. We then use the second scan to report the localization error. The ability to use two different scan also demonstrates the ability to restore lost tracking of the endoscope. The average surface reconstruction, registration and localization errors of 8 ears × 5 steps × 8 or 10 fiducials are reported in Table I.

DISCUSSION

We proposed the use of a novel trackerless navigation system integrated with a mosaicking algorithm based on SLAM to provide intraoperative navigation for lateral skull base surgery. The reconstruction, registration and localization errors are less than 0.78 mm, 0.99mm, and 2.06 mm respectively. Initial results show the utility of the trackerless system for accurately localizing lateral skull base anatomy during surgery.
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<table>
<thead>
<tr>
<th></th>
<th>Reconstruction</th>
<th>Registration</th>
<th>Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinna</td>
<td>0.57</td>
<td>0.72</td>
<td>1.67</td>
</tr>
<tr>
<td>Exposed bone</td>
<td>0.42</td>
<td>0.6</td>
<td>1.56</td>
</tr>
<tr>
<td>Mastoidectomy</td>
<td>0.78</td>
<td>0.99</td>
<td>2.06</td>
</tr>
<tr>
<td>Labyrinthectomy</td>
<td>0.75</td>
<td>0.91</td>
<td>1.86</td>
</tr>
<tr>
<td>IAC drillout</td>
<td>0.77</td>
<td>0.97</td>
<td>1.71</td>
</tr>
</tbody>
</table>

TABLE I Overall average error (mm)
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INTRODUCTION

Decades of efforts have been made to minimize the invasiveness of the procedures inside the patient’s brain. Endoscopic tools are first developed and applied in neurosurgery, which significantly reduce the trauma to a limited number of small holes but also limit the surgeon’s reachability to the target tissue inside of the brain due to the tool’s rigidity. Flexible robotic tools are then introduced to perform the procedures with a minimally invasive approach [1] by providing enhanced dexterity with their tentacle-like body. However, intuitive and efficient manipulation of the robotic tools remains challenging because currently the surgeon manipulates the robotic tools with feedback of the monocular vision from a standard clinical neuro-endoscope suffering from lack of depth perception. In this paper, we propose a robotic system with a flexible end-effector and stereovision feedback for neurosurgery by integrating our previously-developed Concentric Tube Robot (CTR)[2], the da Vinci Robot Research Kit (dVRK) [3] and a customized dual endoscope camera subsystem. The CTR manipulator was teleoperated with the dVRK master tool manipulator (MTM). A virtual motion boundary was applied for the MTM by haptic feedback based on the CTR’s workspace to guide the operator to control the CTR within its motion range. The manipulation performance of the proposed system was experimentally evaluated and the results of that showed under the stereovision feedback the manipulation accuracy of the CTR is 2.8 mm with a standard deviation 1.5 mm [2]. Two USB mini-camera probes (MODOSON, China) with the diameter of 3.9 mm and resolution of 720p were selected as the endoscopes. The two camera probes were aligned manually to provide the images with proper orientations for stereo vision reconstruction, which were then fixed side-by-side by a 3D-printed trocar, and deployed parallelly with the CTR’s tube holder.

MATERIALS AND METHODS

A. Robotic system

The proposed robotic system mainly consists of three components, as shown in Fig. 1, including the MTM, the CTR manipulator, and a customized dual camera endoscope. The MTM is a haptic console with 7 degrees-of-freedom (DoFs) and was used to operate the CTR manipulator remotely. A vision system with two monitors was mounted above the MTM and was utilized to provide stereo visual perception for the operator. The CTR manipulator was developed with three concentric deployed NiTi tubes and has six DoFs at its tip. The workspace of the CTR is obtained as the shape of an inverted bell with bottom diameter of 32 mm and height of 35 mm. The absolute error of the CTR’s tip positioning is 2.8 mm with a standard deviation 1.5 mm [2]. Two USB mini-camera probes (MODOSON, China) with the diameter of 3.9 mm and resolution of 720p were selected as the endoscopes. The two camera probes were aligned manually to provide the images with proper orientations for stereo vision reconstruction, which were then fixed side-by-side by a 3D-printed trocar, and deployed parallelly with the CTR’s tube holder.

B. Control architecture

The control architecture of the robotic system is shown in Fig. 2. The operator sits beside the MTM and teleoper-
Fig. 2 Control architecture of the robotic system. The operator controls the CTR manipulator via the dVRK MTM and gets the stereo vision feedback from the customized dual endoscope cameras at the CTR side.

Fig. 3 Experimental setup. A group of concentric circles is printed on a sheet paper and is used to evaluate the CTR’s teleoperation accuracy.

TABLE I Evaluation Result

<table>
<thead>
<tr>
<th></th>
<th>Mean value</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleoperation accuracy</td>
<td>2.8 mm</td>
<td>0.3 mm</td>
</tr>
<tr>
<td>Stereovision latency</td>
<td>1.5 second</td>
<td>0.2 second</td>
</tr>
<tr>
<td>Completion time</td>
<td>9 minutes</td>
<td>1.2 minutes</td>
</tr>
</tbody>
</table>

centers in sequence. The hit locations of the CTR’s tip were recorded and used to calculate the accuracy with the below rules: the accuracy is 1 mm if the CTR’s tip was located inside of the inner circle and 2 mm if the CTR’s tip was located inside of the outer circle but out of the inner circle. One engineer who was familiar with both CTR and MTM was recruited to perform the experiment. The experiment was repeated 5 times.

RESULTS
The experimental results are shown in Table I. The accuracy of the CTR’s tip localization under teleoperation was 2 mm with a standard deviation of 0.5 mm. The image stream latency is also evaluated with a timer and the result showed the delay was 1.5 second. The average completion time for the experiments was 9 minutes.

DISCUSSION
This preliminary study indicates that our proposed robotic system has the potential to be used in brain surgery, although the performance could be further improved. Future study will investigate the minimization of the customized trocar and real-time video transmission. Simulated procedures on a brain phantom will also be explored.
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INTRODUCTION

Active Constraints (AC), also named as Virtual Fixtures (VF), are a strategy to provide anisotropic haptic guidance for surgeons during use so that motions that comply with safety requirements are permitted, while those that breach safety requirements are negated. AC can be helpful also in a teleoperative surgical scenario, in which surgeons operating on the surgeon-side interface are separated from the patient-side, where surgical instruments are held and manipulated by a robot. One challenging aspect of incorporating AC into a modern clinical setting is how to efficiently update pre-constructed AC geometries in real time to account for dynamic tissue movement. In this study, we designed a pipeline for implementing Forbidden Region AC (FRAC), where tissue movement is constantly captured by a depth-sensing camera. The effectiveness of the pipeline has been confirmed through in vitro trajectory tracking experiments along a deforming aorta phantom. Our experimental results demonstrate the capability of our method to provide timely corrective guidance when a violation of the safety region is detected.

MATERIALS AND METHODS

Bowyer et al [1] proposed that the implementation of AC can be summarised into three stages: AC generation, AC evaluation and AC enforcement. In these processes, the tissue to be protected is represented using geometry, the violation of safety region is determined, and an AC force is generated. In the rest of this section, we present the design of each of these for our proposed dynamic AC pipeline.

A. AC generation

AC generation is the foundation of the AC implementation, where anatomical areas of interest must be geometrically represented, either through simple geometries such as lines and points or through complex geometries such as triangular or quadrilateral meshes. Although complex geometries provide a more accurate description of the anatomical structure, they come at the cost of higher computational requirements for the subsequent AC evaluation step. To enable real-time updates of AC when tissue undergoes deformation, we utilize a depth sensing camera, Acusense 3D (Revopoint 3D Inc.), with a resolution of 0.5mm at a working distance of 0.5m. The Acusense camera streams a point cloud representing the tissue surface at a rate of 10fps, which is then registered with a pre-scanned tissue model. Assuming that the deformation of soft tissue caused by the respiratory movements of a patient can be modelled as an affine transformation, we leverage the robust global registration method TEASER++ [2] to accelerate this step.

B. AC evaluation

AC evaluation is responsible for conducting a proximity query between a surgical instrument and the soft tissue to be protected. The returned minimum distance is compared with a safety distance to determine if a violation of the safety region has occurred. Different AC geometrical representations result in different levels of difficulty when performing AC evaluation. For mesh representations, proximity queries require a significant amount of computational effort. To accelerate the proximity query process, we incorporate the Deformation Invariant Bounding Spheres (DIBS) method [3] in our pipeline design.

C. AC enforcement

AC enforcement involves computing the magnitude and direction of an AC force/torque to be sensed by surgeons...
so that surgical tools can be retracted into the safety region promptly when a violation occurs. Although a simple elastic-plastic model is the most widely adopted for generating haptic cues, it is not always dissipative, which can introduce safety concerns. Therefore, in this study, we adopt a dynamic frictional constraint model [4] that is able to compensate for this shortcoming.

D. Experiment design

To test the effectiveness of the proposed AC strategy in assisting teleoperational surgical tasks, trajectory tracking experiments were designed and implemented on the first generation da Vinci Research Kit (dVRK) [5]. In this controlled study, we assume that when an AC force is generated, a surgical tool (Forceps 400036E) should be effectively pulled out of the forbidden region along the direction of the AC force by a “virtual surgeon”. Specifically, instead of recruiting users to operate on the patient side, we directly feed the AC force into a hybrid force-position controller, which in turn generates positional commands to be received by the tool. Before the experiment, we defined a reference dynamic trajectory, consisting of 500 points in total, which is constantly updated as the tool moves above the surface of a pulsating phantom, maintaining a safety distance of 8mm.

RESULTS

Throughout the experiment, a total of \(N = 726\) points where gathered on the actual tool tip trajectory. The average distance between the tool tip and updated target point on the reference trajectory = \(\frac{1}{N} \sum_{i=1}^{N} ||P_i - Q_i|| = 13.28\) mm, where \(P_i\) and \(Q_i\) denote the \(i\)th point on the actual tool tip trajectory and its corresponding target point on the updated reference trajectory, respectively. To demonstrate the effectiveness of the proposed AC strategy in assisting the task, 4 timestamps along the trajectory were selected, which are depicted in Fig.2 to show how the tool tip was retracted from the forbidden region when a safety condition was breached. The updated reference trajectory was also overlaid onto the updated phantom model at these four timestamps to illustrate the deformation of the phantom. Fig 3 provides a more detailed demonstration of the tool tip movement when a violation of the safety region is detected.

DISCUSSION AND CONCLUSION

The average distance between the tool tip and its corresponding target point on the reference trajectory is greater than the defined safety distance, which indicates the effectiveness of the proposed AC strategy in maintaining task safety. Our results also show that when the safety condition is breached due to dynamic tissue deformation, the proposed AC strategy is able to prioritize task safety and guide the tool tip to move out of the forbidden region. One limitation of this study is that a hybrid force-position controller was used to remove the human element form these initial experiments. Hence, the (virtual) surgeon was assumed to be able to perfectly act upon the generated AC force and respond promptly. Future work will involve conducting user studies and evaluating the effectiveness of the proposed AC strategy in assisting actual teleoperational surgical tasks.
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INTRODUCTION
Using an image guidance system constructed over the past several years [1], [2] we have recently collected our first in vivo human pilot study data on the use of the da Vinci for image guided partial nephrectomy [3]. Others have also previously created da Vinci image guidance systems (IGS) for various organs, using a variety of approaches [4]. Our system uses touch-based registration, in which the da Vinci’s tool tips lightly trace over the tissue surface and collect a point cloud. This point cloud is then registered to segmented medical images. We provide the surgeon a picture-in-picture 3D Slicer display, in which animated da Vinci tools move exactly as the real tools do in the endoscope view (see [2] for illustrations of this). The purpose of this paper is to discuss recent in vivo experiences and how they are informing future research on robotic IGS systems, particularly the use of ultrasound.

MATERIALS AND METHODS
In a recent set of in vivo experiments, we deployed our IGS system during robot-assisted partial nephrectomies, using a bystander study protocol [3]. This protocol enables us to test the IGS system without changing the therapeutic process. We do this by using two surgeons, one who solely uses the IGS display to collect data, and one who solely conducts the surgery according to the standard of care without ever seeing the IGS display. This isolates the testing of the IGS system from the therapeutic process, enabling the IGS system to be tested earlier in vivo, to obtain quick data and surgeon feedback on whether various approaches or aspects of the system are likely to be useful to the surgeon. Before conducting our in vivo studies we assessed accuracy in phantoms [1], [2]. Then, to determine whether accuracy improvements translate to the in vivo setting, we performed the following experiments. Surgeons used the da Vinci tool tips to touch (or point the tool jaws at, for subsurface locations) specific anatomical targets, both with and without IGS. Our first observation was that there was error in the pointing process itself, which we found we could reduce with a virtual pointer (i.e., a line in the virtual environment that extends the length of the tool jaws) [5]. Overall, our in vivo studies enabled us to quantitatively assess our robotic IGS system in the context of partial nephrectomy, but our results were not statistically significant with respect to demonstrating surgeon accuracy improvement [3]. Note that these experiments were conducted using rigid registration and considered the part of the surgery where the kidney is mobilized from the surrounding fat. Based on these studies, future work will be needed to integrate tissue deformation and cutting models into our IGS system to capture subsequent steps in the procedure.

We saw larger errors at the vein and artery than at the tumor, and these were also larger than we had observed.

Fig. 1 Proposed hand-eye calibration approach to compute the transformation, \( U_{TD} \), between the ultrasound image plane, U, and the da Vinci tool tip coordinate system, D, using the tip of another da Vinci tool.
RESULTS

We determined the feasibility of this calibration method by imaging the Large Needle Driver 60 times with the ultrasound probe held by the Prograsp tool. Employing the leave-one-out cross-validation approach, we found the mean target registration error across the 60 data points to be 2.14 mm.

DISCUSSION

Our in vivo pilot studies have revealed significant soft tissue deformation. Based on this, we plan to pursue future tissue deformation models and use subsurface points to augment our current surface-based registration processes.

In this paper we have taken a first step toward such a system by addressing the ultrasound calibration challenge. By using the da Vinci’s other tool to collect points that are known in both Cartesian and ultrasound image space, we performed a hand-eye calibration. This approach provides a practical method for calibration that does not rely on external tracking systems or a calibration phantom. The average error in our calibrated ultrasound system was 2.14 mm which is in line with the errors observed in past research on ultrasound calibration. This opens the door to future research on use of ultrasound for registration and display of ultrasound images in our IGS system, as well as the creation and incorporation of models for tissue deformation and cutting.
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Introduction

Prostate cancer is one of the most common malignancies and the second leading cause of cancer death in men [1]. Approximately 52,300 new cases of prostate cancer are detected in the UK every year, that’s more than 140 every day.

Magnetic resonance imaging (MRI) has been widely used in the diagnosis of prostate cancer, as it can offer high-resolution tissue imaging at arbitrary orientations and monitor therapeutic agents, surgical tools, and tissue properties. Therefore, a robot - under the guidance of MRI - can target the tumor regions with high accuracy to obtain the biopsy samples for diagnosis, thus reducing unnecessary gland punctures and maximizing the utility of a minimally invasive system.

However, as MR scanners require a strong magnetic field, ferromagnetic materials are precluded as they can cause a hazard to the device and patients, and paramagnetic materials can generate their own magnetic field which will distort the image quality. As a result, MR-safe actuators are required to power the robot. Plus, due to the limited size of the MR bores, the robot operating inside should be as compact as possible [2].

In this paper, a robotic system for MRI-guided prostate biopsy is proposed. Comparing with the existing designs, it has a compact size, with the workspace covering the whole prostate. The use of pneumatically powered actuators can avoid the influence of electromagnetic interference. The working principle, mathematical model, and mechanism design are presented. The needle insertion experiment under an MR environment was conducted.

Materials and Methods

A. Robot Design and Actuator

With a compact size of \(23\times12\times11.5 \text{ cm}\), the presented design has three motorized degrees of freedom (DoF) and one passive DoF that allow the needle to be positioned to the prostate in different directions. After arriving at the desired position, surgeons manually insert the needle to get into the targeted area. For the requirement of MR compatibility, all the components are made of plastic materials using 3D printing and laser cutting. Two motors are used to control the horizontal and vertical movements of the needle in a work plane, while the third motor is to control the rotation of the work plane. Two sets of bevel gears connected to the bars are applied to control the position of the needle guide in the work plane, so that the work plane rotates around the centre of the bevel gears. Fig. 1 shows the CAD drawing and the photo of the robot.

![Fig. 1](a) CAD drawing of the robot; (b) Photo of the robot.

The stepper motor used in this system was recently reported in [3], in which the housing is separated into three closed chambers. Three hoses and solenoid valves are used to fill and exhaust the air from the relevant chambers. The compressed air in each chamber drives the rotor to rotate by 60\(^\circ\), resulting in the output shaft rotating by 120\(^\circ\).

B. Kinematic Analysis

![Fig. 2](a) Translational motion of the prostate robot. (a) CAD drawing. (b) Schematic diagram.

For the movement in the work plane, a multi-bar mechanism is applied, in which the needle guide is attached to joint B at the end of the two bars, allowing it to move horizontally and vertically, as shown in Fig. 2a. Bar 1 and Bar 4 can rotate around point \(o'\) and are powered by two motors through the transmission of various gears. Fig. 2b depicts the schematic diagram of the translational movement on the plane, from which the rotating angles of the two bars with respect to the position of the needle guide are expressed as:

\[
\begin{align*}
\theta_1 &= \phi + \varphi - \beta \\
\theta_2 &= \phi - \varphi + \beta
\end{align*}
\]  

(1)

and
\[
\begin{align*}
\phi &= \angle BOB' = \arctan \frac{\Delta x}{l - \Delta y} \\
\varphi &= \arccos \frac{l_1^2 + (OB')^2 - l_2^2}{2(\sqrt{l_1^2})l_1} \\
\beta &= \angle AOB = \arccos \frac{l_1^2 + l^2 - l_2^2}{2l_1l}
\end{align*}
\]

where \( l_1 = l_4, l_2 = l_3 \), are the lengths of the four bars, respectively. \( l \) is the original length of the centre bar \( OB \). \( \theta_1, \theta_2 \) are the rotation angles of Bar 1 and Bar 4, respectively.

The third DoF of the robot is applied to drive the rotation of the work plane, which is controlled by Motor 3. As shown in Fig. 3 the horizontal movement of the needle in the work plane is also affected by the rotation of the work plane and is expressed as:

\[
\Delta x = (a + r) \sin \gamma + b \cos \gamma
\]

where \( a \) and \( b \) depict the position of the target point relative to the work plane, \( r \) is the radius of the work plane’s rotating circle, and \( \gamma \) is its rotating angle.

![Fig. 3. Schematic diagram of the rotation of the work plane and needle insertions.](image)

According to Eqs. (1) – (3), the rotating angles of the three motors can be obtained with the position of the needle guide relative to the target point and the insertion angle.

C. Workspace analysis

![Fig. 4. Workspace of the robot.](image)

The workspace of the robot is determined by the planar movement and the rotation of the work plane. Fig. 4a depicts the workspace of the needle guide in the work plane. Fig. 4b shows the workspace with the vertical movement and the rotation of the work plane at insertion depths of 80 – 150 mm, in which the width of workspace at each point is shown as Fig. 4a.

Results

Three drivers were applied to control nine valves connected to the motors, then a user interface was developed to manipulate the multifunction I/O device to generate the signal to control the rotation of each motor.

![Fig. 5. The insertion of eight points from three different directions: (a) -5º; (b) 0º; (c) 5º](image)

The accuracy of the robot was measured by inserting a needle into the prostate phantom from different directions. In the open-air test, the needle was pointed to eight targeted points in the prostate phantom, showing that the robot has an accuracy of 1.13 mm. The MR test was conducted with a 3T MR scanner, in which the needle was inserted into the prostate phantom from different directions. Fig. 5 shows some of the MR images of the test, the mean error was measured as 2.33 mm with a standard deviation of 2.28 mm.

![Fig. 6. (a) Photo of the robot in the MR scanner. (b) SNR of T2 MR images under three scenarios.](image)

The signal-to-noise ratio (SNR) reduction was calculated using the mean value of the image centre dividing the standard deviation of the corner area. Fig. 6 shows the photo of the robot in an MR scanner, and the SNR reduction under different scenarios. The SNR reduction was measured as less than 5%, which is acceptable for clinical use.

Discussion

This study proposed a 4-DoF robot used for prostate biopsy in the MR environment. It is powered by three pneumatic stepper motors, allowing the needle to be inserted into the prostate with different orientations. The main contribution of this work is its compact size, making it easy to be placed inside the MR scanner. The SNR result shows it is suitable for clinical application.

References


**INTRODUCTION**

Craniosynostosis involves premature fusion of the cranial sutures resulting in an abnormal head shape and functional sequelae such as raised intracranial pressure [1]. Surgery is required and can be performed open or endoscopically. Both approaches require osteotomies to either remove the fused suture or to remodel the bone. The endoscopic approach is performed using smaller incisions and has reduced blood loss, operative time and cost in comparison to the open approach [2]. However, with the endoscopic approach, the osteotomy extent is limited due to reduced access using currently available surgical tools [3]. As a result, the patient is required to wear a molding helmet post-operatively and only certain types of craniosynostosis can be treated using this approach.

Conventional instruments for craniosynostosis surgery consists of straight rigid tools. They are simple and intuitive to manipulate with open accessibility, but are difficult to use in restricted areas. Furthermore, the unique curvature of the skull limits the reach of the instruments during craniosynostosis surgery.

A novel steerable instrument would allow performance of extensive osteotomies on the skull using key-hole incisions. Such a device would eliminate the need for a molding helmet and can be used to treat all types of craniosynostosis. The following paper describes a novel articulating bone cutting device specifically designed for keyhole craniosynostosis surgery that can also be utilized for any procedure requiring a craniotomy. This device would represent a paradigm shift in minimal access cranial surgery.

**MATERIALS AND METHODS**

**Tool design and function**

The tool comprises a flexible bending section, a rigid shaft, an end-effector, a driving unit, and a channel for inserting a flexible endoscope and is shown in Fig. 1(a). The flexible bending section (Fig. 1(d)) is constructed with three hinge joints in the pitch direction. The range of the bending radius of the mechanism was determined from the average curvature of a patient specific craniosynostosis skull model. The curvature of the bending section can be adjusted to conform to different regions of the skull.

The bending section is connected to a handle by a rigid shaft, which comprises a straight and a curved section. The end-effector comprises a bone punch, dural protector, scalp retractor and endoscope for visualization (Fig 1(c)). The bone punch comprises two jaws: a static lower jaw and a cable actuated upper jaw that uses a three-bar-linkage mechanism (Fig 1(c)). The dural protector shields the brain and dura and the scalp retractor creates a soft tissue pocket for visualization.

Three cables are used for actuation: a pair of cables to drive the bending section, and a cable to actuate the bone punch. The cable pair passes through the bending section linkages and is fixed to the distal end while the proximal end is connected to a worm gear mechanism at the driving unit (Fig. 1(b)).

![Fig. 1](image)

**Prototype development**

A prototype of the tool was developed using computer-aided-design (CAD) in SolidWorks (patent pending). Component parts were three-dimensionally (3D) printed in polylactic acid (PLA) and computer numerical control (CNC) machined in aluminum and stainless-steel.

**Kinematic analysis and workspace simulation**

The tool comprises three degrees-of-freedom (dof): (1) yaw at the insertion point $\theta_1 = [-65°, 65°]$, (2) longitudinal movement along the curved shaft and (3) articulation of the bending section in the pitch direction. The range of motion is defined by the arc length, which has a corresponding range of $\theta_2 = [0°, 30°]$. The articulating section is modelled by constraining the
bending angles of the three linkage joints to be evenly distributed due to the stiffness of the internal components, with a range of $\theta_1 = \theta_2 = \theta_3 = [5^\circ, 20^\circ]$. Denavit-Hartenberg (DH) parameters were used to determine the forward kinematics and the workspace was plotted visually using MATLAB.

**Phantom model development and testing**

A craniosynostosis phantom model was developed using patient specific imaging of an infant with craniosynostosis. The phantom was developed using a 3D printed skull in PLA and a casted silicone scalp. The phantom was used to simulate the workspace constraints. The tool was inserted through a keyhole vertex incision and tested for its ability to reach distal areas of the frontal, parietal, and occipital bones.

**Mechanical testing**

The force required to dissect simulated cranial bone was evaluated. A digital force gauge (BTE-500, HFBTE) was connected to the end-effector actuation cable to measure the cable tension required to cut the simulated bone (2mm thick biomechanical polyurethane foam sheet with 2 levels of density (PCF 30 and 40, Sawbones)).

**EVALUATION AND RESULTS**

The physical prototype was successfully developed and is shown in Fig 2.

![Fig. 2 Physical prototype of the tool with coupled flexible endoscope.](image)

The results of the workspace analysis can be seen in Fig. 3(a) and 3(b). The maximum deflection of the tool tip is 23.7 mm. The sweep angle of the fan shape is 120 degrees reflecting the yaw angle ($\theta_1$) range at insertion. The downward curve represents the insertion movement along the curved shaft arc ($\theta_2$).

![Fig. 3 Workspace analysis of the instrument: (a) Isometric view, and (b) top view of the reachable points of the workspace with the given joint range.](image)

 Phantom testing demonstrated the ability of the device to reach distal targets along the parietal, frontal, and occipital bones Fig. 4 (a, b and c).

![Fig. 4 The tool was inserted through a keyhole vertex incision on the phantom model, demonstrating reachability to the distal (a) frontal, (b) parietal and (c) occipital bone. Arrow used to indicate the maximum reach of the tool tip.](image)

Fig. 5 demonstrates the cable tension required to cut the simulated bone (30 PCF density: 133N to 164N and 40 PCF density: 236N to 272N). The cutting force increased to less than 40N when the bending angles increased from a minimum ($0^\circ$) to a maximum ($45^\circ$).

![Fig. 5 The bone cutting force of the actuation cable when cutting simulated bone.](image)

**DISCUSSION**

The presented tool demonstrates the ability to provide accessibility to a skull surface with varying curvature using a keyhole incision. The prototype also demonstrated that the design mechanism can deliver the required force to cut bone, and it is consistency when operating at different areas of the skull.

This tool represents a first step toward robotic craniosynostosis surgery by introducing a mechanism that offers both the necessary reach and mechanical capabilities. Future research will aim to enhance the system through the integration of motorized actuation, navigation and robotic manipulation.
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INTRODUCTION

Trauma to the ankle is an increasingly common injury and is a major source of long-term debility [1]. Over two million ankle injuries occur each year in the United States alone [2]. Over half a million ankle injuries require surgeries [1]. Multiple studies have demonstrated accurate reduction of the distal tibiofibular joint (syndesmosis) as a critical predictor of good clinical outcome [3], [4]. Surgical manipulation of the tibia and fibula is necessary to properly align and reduce the syndesmosis space in ankle fractures involving sprains of the syndesmosis. However, current techniques of manual reduction utilizing open or percutaneous approaches have been shown to result in inaccurate reduction of the syndesmosis [3], [4]. We propose a novel system that combines intraoperative imaging based on low-dose cone-beam computed tomography (CBCT) and 3D-2D image registration with robotic manipulation of the fibula to precisely restore its anatomical relationship with the tibial incisura. Our long-term goal is to develop robotic assistance with intraoperative imaging for precise reduction of the syndesmosis, while minimizing radiation exposure to the patient and the surgical staff. The focus of this study is to investigate the feasibility of the robot design and the potential clinical workflow.

MATERIALS AND METHODS

We designed and constructed a novel low-profile robotic device with a radiolucent end effector to manipulate the distal fibula, and a passive fixture to secure the tibia, as shown in Fig. 1. The robot was designed to provide 3 degrees-of-freedom (DOF) motion to precisely manipulate the fibula, while providing the range of forces required to carry out the reduction. The robot design illustrated in Fig. 2 provides two translational motions and one rotational motion. A distal fibula plate was used to fix the injured fibula, and the robot was attached to the plate via two threaded drill guides (DePuySynthes, USA). A 6-DOF force/torque sensor (ATI Industrial Automation, USA) was attached to the end of the robot to measure the force/torque applied to the fibula during the reduction. The end effector was designed with an offset of 50 mm away from the main body of the robot and was made of mostly radiolucent material, such that it does not occlude the anatomical structures in the fluoroscopic images and also provide sufficient space for the surgeon to operate surgical tools (e.g., drill, K-wires, and screws). A passive fixture was designed to secure the tibia using a Schanz pin and prevent it from moving during the reduction. The major parts of the robot and the passive fixture were printed with radiolucent Onyx plastic with carbon fiber reinforcement material (Mark Two, Markforged, USA). Manipulation of the distal fibula is subject to high forces that may result in unintended motion of the tibia and/or mechanical flex of the robot. To correct for such motion, a registration algorithm has been developed to localize the fibula and tibia using intraoperative fluoroscopy. The algorithm can compute the discrepancy between the intended fibula-tibia pose servoed to the robot and subsequently instruct the robot to alter and/or extend its path to achieve the desired pose.

Fig. 1 Illustration of robot prototype and setup for cadaver study. The fibula was secured by the passive fixture via a Schanz pin and the fibula was manipulated by the robot.
Initial cadaveric studies were performed to investigate the feasibility of the robot design and potential clinical workflow. A lower right cadaver leg was used as a test specimen, which was placed in a supine position on the operating table. An incision was made to expose the proximal fibula region, and the tibia and fibula were separated by cutting four syndesmotic ligaments to mimic an ankle syndesmosis. The fibula was manipulated by the robot on three principal directions of ankle reduction, i.e., pulling-compressing, anterior–posterior translation, and external–internal rotation, as shown in Fig. 2. Manipulation forces/torques were measured with an F/T sensor and the displacements were measured with 3D CBCT images. The registration algorithm was evaluated separately using a UR3e robot with a similar setup.

RESULTS

The robot was able to manipulate the fibula in the commanded directions and the presence of the robot did not affect the imaging quality. Fig. 3 demonstrates the neutral pose of the ankle and corresponding displacement after pulling and compressing the fibula. The results indicate a discrepancy between the commanded and the actual displacement. For instance, the commanded displacement for pulling was 14 mm, and the actual displacement of the fibula was 8.4 mm. The main source of the discrepancy was the deformation of the robot structure, due to the relatively low stiffness of the 3D printed plastic material. The imaging guidance algorithm was evaluated separately using a UR3e robot. Fig. 4 shows the error in estimating the separation between the fibula-tibia after servoing 7 mm of lateral pull to the robot, clearly indicating that use of imaging guidance allows accurate localization of the true fibula-tibia separation in the presence of motion and flex.

DISCUSSION

This initial cadaveric study demonstrated that the robot is able to provide the required motion to manipulate the fibula, and the passive fixture can secure the tibia with minimal displacement. However, this proof-of-concept prototype was constructed with less rigid material, which leads to deformation of the structure.
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INTRODUCTION
The development of future surgical therapies has driven the efforts to increase the precision of robot-guided manipulators beyond sub-millimetre accuracies. Medical applications such as reconstructive microsurgery, vitreoretinal eye surgery and cellular level neurosurgery still require achieving precision comparable to the size of human cells [1]. Most commercially available systems can achieve millimetre accuracies with a few examples of higher precision instruments including ophthalmic and reconstructive microsurgery robots achieving accuracies within the range of hundreds of microns [1]. A parallel robot is a closed-loop mechanism where the end-effector is coupled to the base via multiple sequences of links. These devices are mostly used in industrial pick and place applications due their advantages including high precision, stiffness, speed, and low moving inertia [2]. However, a major disadvantage is their limited workspace and rotational capabilities. In the context of cellular level surgical applications, having a reduced workspace does not represent a disadvantage given that, as in most of the cases, the surgical procedure is to be performed within a reduced manipulation volume.

This paper presents an integrated methodology outlining the design and testing of a delta robot based on linear actuators achieving micron level end effector positioning accuracy. The main application of the here presented design is to perform superficial tissue optical biopsy with future prospects of being able to conduct cellular level surgeries. The design methodology considers two parameters determining the robot geometry and dimensions these are: the end-effector workspace (~5 mm³) and the end-effector motion resolution (1 μm). The robot performance was evaluated using a non-contact metrology approach based on bright field microscopy (BFM) to characterize the precision and kinematic performance. Our results demonstrate that the presented methodology can be used for designing high precision robots achieving accuracies <1 μm.

MATERIALS AND METHODS
The design methodology of the high precision delta robot presented in this work is divided into two stages: robot design and implementation followed by experimental evaluation.

Robot design and implementation
Figure 1 shows the geometric analysis of a simplified model of our linear delta robot. The end-effector of the robot is connected to the driving lead screws (a, b, c) though 3D printed joints attached to the robotic arms having a set of ball joints attached at both ends. To keep the stability of the end-effector, the robotic arms adopt a parallelogram structure as shown in Fig 1.

\[ O' = O'B_1 + B_1P_1 + P_1O \]  
\[ x^2 + (y + r - R)^2 + (z - z1)^2 = L^2 \]  
\[ (x - \frac{r}{2}(r - R))^2 + (y - \frac{1}{2}(r - R))^2 + (z - z2)^2 = L^2 \]  
\[ (x - \frac{r}{2}(r - R))^2 + (y - \frac{1}{2}(r - R))^2 + (z - z3)^2 = L^2 \]

By combining equations 1 to 4, the end-effector position (O’) with coordinates B1, B2 and B3 can be expressed. As a result, the main factors affecting the end-effector displacement and moving resolution are the arm length L and the base platform radius R. Using equations 1 to 4 while defining the motion limits of B1, B2 and B3, the motion state of O’ can be represented dynamically though simulations. The robot design, including the kinematics modelling and simulation was based on MATLAB 2020 (MathWorks, USA) and CATIA V5-6R2018 (Dassault systems, France). Simulation results showed that the dimensions satisfying the design requirement resulted in the following arm length and radius of the base platform of R = 250mm, L=235mm, r=20mm.

RESULTS
Considering the stepper motor operation parameters of 0.2μm/step under 1/8 micro stepping (rotational steps of 0.225°) and 1.75μm/step under full stepping (rotational steps of 1.8°) and tracing the trajectories of the end-
Simulation of the delta robot manipulator was conducted to assess the X, Y and Z axis end-effector moving resolution. The test parameters include discrete steps motion (1 to 12 steps), three velocity settings (Low 103.8 μm/s, Medium 207.6 μm/s and High 311.4 μm/s) as well as two micro stepping settings (1/2 and 1/8).

Simulations were performed using discrete steps of 1, 4, and 12, to obtain the base line theoretical displacements for each set of steps yielding 0.625 μm, 2.5 μm, 7.5 μm respectively.

Table 1 shows practical results when assessing Z axis end-effector moving resolution considering Low, Medium and High speeds with the actuators set to 1/8 micro-stepping.

<table>
<thead>
<tr>
<th>Speed [μm/s]</th>
<th>Steps</th>
<th>Simulation results [μm]</th>
<th>Practical results [μm]</th>
<th>Error [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low 103.8</td>
<td>1</td>
<td>0.625 μm</td>
<td>1.32</td>
<td>±0.02</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.5 μm</td>
<td>2.62</td>
<td>±0.07</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>7.5 μm</td>
<td>7.81</td>
<td>±0.09</td>
</tr>
<tr>
<td>Medium 207.6</td>
<td>1</td>
<td>0.625 μm</td>
<td>1.72</td>
<td>±0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.5 μm</td>
<td>2.61</td>
<td>±0.07</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>7.5 μm</td>
<td>8.18</td>
<td>±0.26</td>
</tr>
<tr>
<td>High 311.4</td>
<td>1</td>
<td>0.625 μm</td>
<td>1.75</td>
<td>±0.03</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.5 μm</td>
<td>2.63</td>
<td>±0.04</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>7.5 μm</td>
<td>8.08</td>
<td>±0.24</td>
</tr>
</tbody>
</table>

Table 1.

DISCUSSION

From the results presented in table 1, when the robot is driven in single steps, the actual displacement results in a motion of 2.1 to 2.8 times the theoretical obtained value. This result is expected given that the motion involves acceleration and deceleration, being more evident while operating the system at higher speeds. However, in real working conditions, the robotic system will follow a set trajectory defined by the medical procedure. When setting the system to move in continuous stepping mode i.e., 4 by 4-steps and 12 by 12-steps, the error between the actual value and the theoretical value is reduced to 4.8% while performing movements of 4 by 4 steps and 6.9% (considering the three speed settings results average) while performing movements of 12 by 12 steps compared to our theoretical baseline.

In this paper a design methodology outlining the numerical calculations and simulation of a linear delta robot requiring to achieve a specific end effector-motion resolution and workspace has been presented. The design was validated through simulations and kinematic tests assessing its performance using a BFM. The developed system is capable of producing micron level precision end effector motion demonstrating that the current prototype is has the potential to be used for cellular level surgical procedures.
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INTRODUCTION

Colorectal cancer is a pervasive disease: an estimated 4.6% of men and 4.2% of women will suffer from it in their lifetime [1]. Precancerous polyps can be small (<5 mm) medium (6-9 mm) or large (>10 mm) [2]. Small polyps are most frequent, but polyps too large for immediate endoscopic removal during screening occur 135,000 times per year in the US alone [1]. There are two primary options for removing these polyps: endoscopic removal or partial colectomy. Endoscopic procedures, such as endoscopic submucosal dissection (ESD), are less invasive and reduce the risk of infection, recurrence, and other adverse events [3]. Despite this, approximately 50,000 patients each year undergo partial colectomies for polyps which could have been removed endoscopically [4].

A primary obstacle to wider use of endoscopic procedures is how challenging they are for physicians to perform, due to the limited dexterity of existing trans-endoscopic tools [5]. Currently tools come straight out the tip of the colonscope and moving them requires moving the tip of the colonscope [6]. To enable tools to move independent of the colonscope, we propose an endoscopically deployable, flexible robotic system, as shown in Fig. 1. This system deploys a flexible robotic arm through each channel of a standard 2-channel colonoscope. Each arm is composed of a setup sheath followed by a steerable sheath, with each sheath built using a concentric push-pull robot (CPPR) [7]. Each arm has a hollow central lumen through which tools (e.g. forceps, electrosurgery probes, etc.) can be passed. This design adds dexterity and provides the physician with two independent manipulators, with the goal of making ESD easier to perform.

In this paper, to inform the design of the system, we computationally analyze the relationship between the reachable workspace of the push-pull robot and its design parameters. We note there are inherent trade-offs in the design parameters, e.g., increasing the length parameters of the setup sheaths increases the distal reachable workspace but may limit the proximal reachable workspace. For a candidate design, we evaluate the reachable workspace by running forward kinematics over a wide range of actutable configurations and compare the resulting reachable workspace to the field of view of an endoscopic camera. We conduct this evaluation for a wide range of candidate designs. This work will inform future work on tube design for the proposed system.

MATERIALS AND METHODS

The proposed bimanual system is based on using multiple CPPRs, each composed of a nested pair of Nitinol (NiTi) tubes nested tubes, which are asymmetrically laser patterned to offset the neutral bending axes from each other, and joined at their tips, such that relative translation of the tube bases results in bending [7].

The proximal and distal setup sheaths are actuated into an “S” shape. The proximal segment will have a length, \( L_1 \), and curvature, \( q_3 \). The distal segment will have a length, \( L_2 \), and the same curvature in the opposite direction, \(-q_3\). The two curved segments are separated by a short straight segment of length \( L_s \).

For the setup sheaths, the design parameters are the following geometric properties:

- Max curvature of the setup sheaths \( (q_3 < \kappa_{\text{max}}) \),
- Length of the curved proximal segment \( (L_1) \), and
- Length of the curved distal segment \( (L_2) \).

For the steerable sheaths, greater curvature and insertion capabilities will improve the reachability in the workspace of the robot, so we assume maximal values. The limits...
for curvatures and lengths were selected based on prior experience with maximum manufacturable values. The robot can actuate the DOF shown in Fig. 1. For the setup sheaths, the DOF are base insertion ($q_1$), axial rotation ($q_2$), and curvature ($q_3$). For the tip steerable sheaths, the DOF are insertion ($q_4$), curvature ($q_5$), and axial rotation ($q_6$). The target workspace is determined by the field of view for a commercial colonoscope. Based on the Olympus CF-2T160I, the field of view is 140 degrees and depth of field is 3-100 mm respectively. We discretized the resultant volume into cubic voxels with edge length 5 mm. To evaluate the reachable voxels of each design, we iteratively computed the results of the forward kinematics. The forward kinematics is based on a constant curvature model with a transformation matrix $T_{cc,i}(L, \kappa, \phi)$ as denoted in Table I. [8]:

$$T^{\text{tip}}_{\text{base}} = \prod_{i=1}^{5} T_{cc,i}$$

We computed the resulting tip location for each combination of design parameters and actuation variables. The tip location was then used to mark a corresponding voxel in an occupancy array. The best design was then determined by the highest coverage percentage of reachable voxels in the workspace.

**RESULTS**

Figure 2 illustrates the trends in the reachable workspace as a function of each design parameter. The plot shows that increases in the length of the proximal section generally lead to a larger proportion of the target workspace being reached. The largest reachable workspace was achieved with a setup sheath having proximal length of $L_1 = 40 \text{ mm}$ and distal length of $L_2 = 10 \text{ mm}$. Fig. 3 shows the workspace and example configurations of this design, which is able to reach 50.1% of the camera’s field of view.

A maximum setup sheath curvature of 0.04mm$^{-1}$ was chosen as an estimated maximum based on previous work on tube cut pattern designs. Further experiments showed that more voxels are reached with a higher maximum curvature up to 0.10mm$^{-1}$, beyond which there are diminishing returns.

**DISCUSSION**

This paper outlines early work toward designing a bi-manual CPPR capable of completing ESD. Proceeding with the resulting design parameters of tubes, we can continue work on modeling, actuation, and control of the robotic manipulators. Future work will involve the implementation of intuitive controls for surgeons, modeling of the robotic system, and optimizing the transfer of actuation actions through the length of the colonoscope. Additionally, testing in live porcine models is planned for validation of in-vivo ESD performance. With this work as a cornerstone, we ultimately hope to realize the potential benefits of ESD and improve surgical outcomes.
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INTRODUCTION

Nowadays, minimally invasive surgeries require thin and slender instruments, such as needles and catheters, which can reach the surgical sites inside the human body. Especially, eye surgery requires high precision and steady manipulation of the inside of the human eyeball. Through this manipulation, diseases such as epiretinal membrane, retinal detachment, diabetic retinopathy, and macular holes can be treated, and drugs can be delivered to the target sites for effective treatment [1].

There are two classifications of stiffness change robots that can be used for ophthalmic surgery. One is to use two or more pre-curved elastic material tubes and control it by the insertion/retraction and axial rotation motions. Another one is to use the tendon-pulley mechanism [2],[3]. Ravigopal et al. proposed the mechanism using one tendon and notched tube [4] and Jeong et al. utilized one tendon and two notched tubes [5], which are for cardiovascular diseases. Kim et al. presented interaction forces of one inner tube and one outer tube with a specific pattern to change the stiffness of wires with diameters of 8~10mm[6] and 1~2mm[7]. In this paper, we propose a mechanism that can change the stiffness of the needle at two different points independently.

DESIGN AND SIMULATION

The robotic surgical tools with a smaller diameter cause less damage to the patient and the easier recovery. In this study, we propose the robotic tool that can change its stiffness and its tip position. For this purpose, it is designed so that it includes an outer tube with an outer diameter (OD) of 0.5 mm (<21 G), an inner tube, and a tendon. To explain the concept, first, Figure 1 shows the change in stiffness according to three different rotational positions of the notched inner tube and the notched outer tube. A 1 N force is applied at the distal tip. Figure 1 shows that the stiffness of the needles can be changed more than 4 times by changing their relative rotational angle.

Based on the simulation results, the stiffness value of the needle can be estimated according to the relative position of the notched tube as shown in Fig 2. As shown in Fig. 2(a), if both the inner tube and the outer tube do not have notches, the stiffness is the highest. If either tube does not have notches as shown in Fig. 2(b) and 2(c), the stiffness will be slightly smaller. The stiffness becomes smaller if both tubes have notches as shown in Fig. 2(d) and 2(e), and the smallest when the two completely overlap as in Fig. 2(e).

Using these characteristics, we propose the novel stiffness changing mechanism. The mechanism has two tubes and one wire. Each tube has two notched sessions (one is a distal and the other is a proximal). By changing the relative position (rotation/translation) between the tubes, the stiffness of the robotic needle system can be adjusted. Fig. 3 shows a simplified conceptual working principle. Fig. 3(a) shows the case in which the distal notched session (Part 1) becomes weak, and Fig. 3(b) shows the case in which the proximal notched session (Part 2) becomes weak. In Fig. 3(c), both notched sessions become stronger. Since the weaker notched
session bends easier, when the wire is pulled, the needle moves further in the case of Fig. 3(b) than case of Fig. 3(a). Fig 3(c) is considered as a stronger version by using a symmetrical design. This case can be used during the robotic needle system is inserted into the eyeball. The adjustable case as shown in Fig 2(d) will be used mainly to change the stiffness actively. The different rotation of inner tube and outer tube can change the stiffness.

MANUFACTURE AND EXPERIMENT

The needles are manufactured by a femtosecond laser machine as shown in Fig 4. The initial shape of tubes is not straight, which may be caused by the thermal effect during the femtosecond laser manufacture processing. It will be further modified by changing manufacturing parameters.

The tendon (or wire) will be fixed at region A of the inner tube using a glue as shown in Fig 5. The force will be applied by putting this tendon to activate the bending motion of the needle body. The experiment setup was designed so as to precisely adjust their relative pose manually as shown in Fig 5. Here \( X_1 \) is the position of the outer tube, \( X_2 \) and \( R_2 \) are the position and rotation of the inner tube respectively. \( X_3 \) is the tendon’s position. Currently, one simple experiment of adding a 2g weight to the tip of the needle has been performed using the experimental setup as shown in Fig. 5. Fig 6(a-c) shows three cases corresponding to Fig 3. The deflection amount will be obtained by comparing the force-applied cases (Fig 6(a)(b)) to the relaxed case (Fig 6(c)). Fig. 6(d) shows the overlapped image of Fig. 6(a) and 6(b) for easier comparison.

RESULTS

This paper proposes the novel stiffness changing needle mechanism combining two notched tubes and one tendon. By changing the relative position between the tubes, we can change the stiffness of the specific parts of needles independently. In this paper, we only showed the first prototype and feasibility of this concept.

DISCUSSION

During the preliminary experiment, the deflection amount could be obtained easily in real-time when changing the stiffness using the experimental setup as in Fig. 5. This means that the proposed structure shows its feasibility. Further simulation on the custom size and machining of high quality will be carried out to prove its efficacy during the eye surgery. More accurate observation equipment will be fabricated to evaluate the system’s performance.
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INTRODUCTION

Over the past few decades, minimally-invasive endovascular interventions have proved its benefits over conventional open heart surgeries, leading to shorter recovery times and lower infection rates. In a typical endovascular procedure, the interventionist inserts a catheter in the radial or femoral artery and navigates it through the arteries to the heart, where the intervention is performed. In order to safely reach the heart, the catheters (and guidewires) used during these procedures need to easily follow the curves in the vascular system, while creating as little friction as possible with the blood vessel wall. If these devices exhibit high friction, there is a risk of damage to the mucous membranes or the intima of the blood vessels, which may lead to infectious diseases or thrombus formation [1], [2]. While low friction is beneficial to avoid damage to the membranes and blood vessel wall, it makes holding a specific location in open spaces, such as inside the heart, difficult. This is particularly true when high forces need to be applied, such as when cutting or puncturing tissues. This suggests the need for new advanced catheters whose frictional properties are controllable and can be adjusted depending on the phase of the catheterization procedure; for instance, having low friction while navigating through the vasculature and switching to a high friction state while executing the surgical task.

In this work, we propose a novel concept of a variable friction catheter, which comprises discrete modules for friction control. We hereby present the proof-of-concept of the friction control modules, which we characterized in simulation and experimentally. Finally, we present the preliminary results of the sliding friction experiments.

MATERIALS AND METHODS

A. Ultrasonic Lubrication

When two objects slide over each other, it was found that inducing transverse ultrasonic vibration, in one of those objects, can reduce the effective friction force experienced by the sliding bodies, in what is called Ultrasonic Friction Modulation (UFM). This ultrasonic excitation creates a pressurized thin cushion of the surrounding fluid medium, which separates the two surfaces away from each other, resulting in controllable active lubrication at the interface [3]. This technology proved its effectiveness in different applications where modulating friction is desirable, such as haptic touch displays and squeeze film air bearings. The capability of UFM to switch between high and low friction states, suggests the potential of this technology to fulfill the friction modulation requirement of future smart catheters.

B. Design of Friction Control Module

To enable friction control in catheters, we propose a discrete module design concept in which UFM modules...
C. Experiment

To validate the concept, we fabricated a scaled-up titanium ring prototype of diameter (15 mm), wall thickness (0.5 mm) and length (10 mm). We carried out a computational FEM simulation estimating the resonance frequency of this prototype to be (22.9 kHz) and the maximum vibration amplitude is (0.9 μm). The preliminary friction experiments, repeated five times, showed that the UFM ring prototype achieved up to 50% friction reduction, when activated, while sliding over solid PMMA surface, as shown in Fig.3.

RESULTS

The vibration characterization experiments showed that the actual frequency of the desired mode is (19.7 kHz) and the maximum vibration amplitude is (0.9 μm). The preliminary friction experiments, repeated five times, showed that the UFM ring prototype achieved up to 50% friction reduction, when activated, while sliding over solid PMMA surface, as shown in Fig.3.

DISCUSSION

The preliminary experimental results showed that the prototype successfully achieved a significant friction reduction in the designed feasibility experiment, validating the design concept and further demonstrating its potential for medical applications. In the future, we plan to further develop the system to achieve higher vibration amplitudes, which could potentially lead to increased friction reduction. In addition, we plan to test the system in a clinically-relevant environment in tissue phantoms and ex vivo animal tissues.

Please contact the following e-mail address with any questions: m.a.a.atalla@tudelft.nl
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INTRODUCTION
The epidural injection is a medical intervention to inject therapeutics directly in the vicinity of the spinal cord and the nerves branching from it. Epidural needle insertion is a blind procedure that relies merely on the physician’s tactile feedback. Nevertheless, tactile feedback can be polluted with needle-tissue friction and may vary from patient to patient. In order to achieve sub-millimetre accuracy, preempt neurological damage, and reduce the radiation exposure time for patients and physicians, new technologies have been used. Most recently, augmented reality (AR)-based methods have shown promising results in reducing the need for intraoperative X-ray imaging, especially in spine surgery. AR navigation is based on displaying images directly on a wearable device or screen visualizing surgical instruments and patients’ anatomy. Combined with robotic precision, AR shows an excellent prospect for increasing accuracy for spinal injection similar to that of spine surgery [1]. Studies have shown that the AR navigation systems, when compared to the free-hand methods, resulted in increased precision of pedicle screw placement without intraoperative fluoroscopy [1], [2] and decreased radiation [3]. Inspired by the recent developments in spine surgery, in this study we have studied the user experience who used our robot-assisted needle insertion system for epidural space localization and needle insertion. In addition, the accuracy and repeatability of augmented reality-assisted epidural needle insertion were compared to that of non-assisted robotic needle insertion. For user experience assessment, NASA Task Load Index (TLX) [4] was used and analyzed.

MATERIALS AND METHODS
Fig. 1 shows the needle insertion setup used in this study. For brevity, we have not provided details of the utilized needle insertion robotic system. The aim of the study was to evaluate the accuracy and repeatability of the AR-assisted system. To generate patient-specific 3D holograms that were projected to the physician’s display, first, a patient-specific anatomical model was created based on a patient’s lumbar CT scan using Mimics Medical (Materialise, Belgium) software. Afterward, the vertebral bones were extracted from the 3D model and were manufactured using the 3D printing technique. To generate multi-layered soft tissue covering the vertebrae, a multi-level moulding technique was used using silicon elastomers (Ecoflex 00-30 and Ecoflex 00-10) as shown in Fig. 1(b). The seven-degree-of-freedom (7DoF) serial manipulator, and a custom-designed needle insertion end-effector. The needle was driven axially using a ball-screw mechanism with 50 μm step accuracy. For AR model registration, two regions of the 3D printed spinal model (crest of the spinal processes of L4 and L5) were localized using an electromagnetic probe (Polhemus Viper, Polhemus, USA) and were registered to their corresponding regions on the 3D model through static 3D registration. The residual error of this static registration was 0.85±0.33mm. After model-to-phantom registration, the robotic arm’s onboard VGA camera was used to register the arm with respect to a fiducial 2D marker (Vuforia). The center of the fiducial 2D marker was also registered with the electromagnetic tracker. This way, the arm’s position with respect to the spine phantom was updated by the Vuforia Engine in the Unity environment. Also, the Unity environment was used to project the spine model onto the robotic arm’s VGA camera.

For the experiments, a group of expert users (n=5) inserted a 19G epidural needle into the patient-specific model (L3-L4 and L4-L5 spaces) while looking at the augmented image feed from the arm’s camera in Unity. Each subject repeated the task for five times with AR assistance (ROB+AR group). Also, the users repeated needle insertion without augmented reality assistance but with haptic feedback (ROB group). Haptic feedback was provided with a delta.3 haptic device with direct force reflection force rendering based on needle insertion force.
Results and Discussion

Table II presents the results of the inspection of epidural outcomes to test significant differences between the two groups. A statistical test was performed on the reported TLX assistance and without AR assistance groups. Afterwards, an average needle position error (accuracy) of 4.3 mm while ROB+AR showed 1.03 mm (76% reduction). Also, the repeatability was 1.8mm in ROB and 0.77mm in ROB+AR group (57% reduction). In addition, the users had 100% success in localizing the epidural space on the first try with AR and a 70% success rate without AR. Also, the time to completion of one needle insertion was 7±2s with assistance, while it was 16±4s without AR (56% reduction). The results of NASA TLX were statistically analyzed using a t-test with a confidence interval of 95% [5]. The results showed that the participants experienced significantly less temporal and physical demands, less effort and frustration, and perceived better success with the ROB+AR setup ($p < 0.05$). However, the mental demand did not show significant improvement ($p = 0.29$).

The accuracy study results (Table II are also in agreement with the TLX findings about temporal demand ($T_e$), effort (success rate), and performance (accuracy and repeatability).

**CONCLUSIONS**

In this study, an augmented reality guided system was designed and tested for robotic epidural needle injection. Fiducial 2D markers and electromagnetic tracker-based static registration were used to register the hologram on a patient-specific 3D-printed model. The proposed system improved the accuracy, repeatability, and success rate of epidural needle insertion on an anatomical model. In addition, it reduced procedural time and was more effective from the users’ perspective. In future studies, using optical tracking systems may increase the accuracy of the registered hologram leading to a sub-millimetre accuracy potentially.
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**TABLE I**

**NASA TLX metric weights**

<table>
<thead>
<tr>
<th>Demand</th>
<th>Physical</th>
<th>Temporal</th>
<th>Performance</th>
<th>Effort</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental</td>
<td>7</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>

**TABLE II**

**Accuracy assessment results**

<table>
<thead>
<tr>
<th></th>
<th>Error (mm)</th>
<th>Repeatability (mm)</th>
<th>Success rate (%)</th>
<th>$T_e$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROB</td>
<td>4.3</td>
<td>1.8</td>
<td>70</td>
<td>16±4</td>
</tr>
<tr>
<td>ROB+AR</td>
<td>1.03</td>
<td>0.77</td>
<td>100</td>
<td>7±2</td>
</tr>
<tr>
<td>Change</td>
<td>-76%**</td>
<td>-57%**</td>
<td>+30%**</td>
<td>-56%**</td>
</tr>
</tbody>
</table>

*$T_e$: Time of completion.

**★**: $p < 0.05$
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INTRODUCTION
Continuum robots have attracted considerable attention for applications in minimally invasive diagnostics and therapeutics over the past decade \cite{1}. The primary reason is their ability to navigate narrow and tortuous anatomical passageways, while guaranteeing safe interaction with the anatomy.

In designing such robots, an important goal is create a robot with a workspace appropriate for the clinical task. A significant limitation of many continuum designs relates to the minimum radius of curvature that a particular design can achieve. While multiple bending sections can be concatenated to provide more degrees of freedom, the orientations by which a point in the workspace can be approached are often limited.

To overcome this limitation, this paper investigates a hybrid design that combines the advantages of tendon-actuated \cite{2} and magnetic ball chain robots \cite{3} as shown in Fig. 1. In this hybrid design, a proximal tendon-actuated section positions the robot with respect to the goal location. This abstract describes how the hybrid kinematics can be modeled and illustrates how the hybrid design possesses a dextrous workspace of finite extent.

MATERIALS AND METHODS
While beyond the scope of this abstract, a complete physics-based hybrid model can be derived by applying the distributed and magnetic forces and torques of the ball chain \cite{3} to the tendon-actuation model of \cite{2}. Assumption that magnetic loading does not significantly deflect the proximal tube, a simplified workspace characterization can be derived using a constant curvature assumption for the tendon-actuated segment \cite{2} and a straight line approximation for the ball chain segment \cite{3}. The latter assumption holds when the strength of the applied field is high enough to straighten the chain. Given these assumptions, the following approximate kinematic model can be used for a qualitative workspace analysis.

A ball chain robot is assumed to extend, for a length $l = n_x d$, as a straight line; here $n_x$ is the number of spheres (balls) and $d$ their diameter. Given their base position and orientation in global reference frame, $^0p_b$ and $^0R_b$, their tip position and orientation is

$$p = 0p_b + n_x d 0R_b \text{rot}_{e_3}(\beta)e_3$$ \hspace{1cm} (1a)

$$R = 0R_b \text{rot}_{e_3}(\beta)$$ \hspace{1cm} (1b)

with $e_i \in \mathbb{R}^3$ $i$-th element of the canonical basis of $\mathbb{R}^3$, and $\text{rot}_{e_i}(\beta)$ rotation of $\beta = \lambda B$ around the axis $e_i$; $B$ magnetic field. We approximate a set of $n_t$ telescoping cable driven tubes using piece wise constant curvature assumption,

$$p = 0p_b + 0R_b \sum_{i=1}^{n_t} \text{rot}_{e_3}(\phi_i) r_i$$ \hspace{1cm} (2a)

$$R = 0R_b \left[ \sum_{i=1}^{n_t} \text{rot}_{e_3}(\phi_i) \text{rot}_{e_2} \left( \frac{l_i}{\rho_i} \right) \right]$$ \hspace{1cm} (2b)

where $r_i = \rho_i (1 - \cos(\phi_i)) 0 \sin(\phi_i) (\phi_i)$, $\rho_i$ and $l_i$ respective radius of curvature and length of the $i$-th section.

By combining (1) with (2), we obtain the kinematics of a ball chain magnetic robot extending from one cable driven tube

$$p = 0p_b + 0R_b \text{rot}_{e_3}(\phi_1)(r_1 + n_x d \text{rot}_{e_3}(\beta)e_3)$$ \hspace{1cm} (3a)

$$R = 0R_b \text{rot}_{e_3}(\phi_1) \text{rot}_{e_2} \left( \frac{l_1}{\rho_1} + \beta \right)$$ \hspace{1cm} (3b)

Fig. 1 Schematic representation of ball chain and tendon actuation.
RESULTS

In Fig. 2, we compare the range of approach angles, $\alpha$, spanned by a robot composed of 2 telescoping tendon driven sections with the proposed hybrid design, as a function of the distance, $r$, from the longitudinal axis of the proximal section at its base. For this comparison, we assume that the proximal and distal tendon-actuated sections have maximum bending angles of $\pi/2$ and $\pi$, respectively, and that minimum radius of curvature of the distal tube is half that of the proximal tube. The minimum radius of curvature of the proximal tube is $r_d = 2l/\pi$. For any point located less than $r_d$ from the base axis, the angle of approach is bounded by $\alpha_1$ and $\alpha_2$ (see Fig. 2). The former corresponds to the approach direction when the distal tube takes on its minimum bending radius while the latter corresponds to both tubes at their minimum radii of curvature. Any approach angle between these two extremes is possible as shown by the intermediate configuration. It can be shown that the range, $\alpha$, increases linearly with $r_d$ as shown on the left side of the plot with $\alpha = 2\pi$ only at $r = r_d$.

In contrast, since ball chains can achieve a very small radius of curvature as schematically depicted in Fig. 2 [3], the hybrid design can approach points from all directions, $\alpha = 2\pi$, for any $r$ satisfying $d < r < r_d - d$. We see that the telescoping tubes achieve full dexterity only for $r = r_d$.

Fig. 3 provides an experimental validation of the dexterity of ball chain robots shown in Fig. 2. We consider the case $r = r_d$ (Fig. 3a) and the case $d < r \leq r_d - d$ (Fig. 3b), to validate the two extreme cases: $\alpha = \pi$ and $\alpha = 2\pi$, respectively. The tendon-actuated proximal segment is 76mm long and the ball chain is 38mm long with the latter composed of 3.175mm diameter balls (N52 magnets). Using a magnetic field of 40 mT, by positioning a permanent magnet (N52, diameter 76.2 mm, height 38.1 mm) in the directions indicated in Fig. 3, we show that the ball chain can achieve the full dexterity predicted in Fig. 2 with mean percentage error between approximated model and experiments of 7.5%.

While we only have space to analyze and report experiments for the planar case here, by revolution around the robot’s main axis ($z_b$), these results can be generalized to 3D. Specifically, we can show any point within distance $r_d - d$ from the robot’s main axis can be approached from any direction.

DISCUSSION

The hybrid design presented in this paper is characterized by a large dexterous workspace. The design method, consisting of the combination of tendon driven and magnetic ball chain robots is perhaps the only continuum design capable of approaching a large set of tip positions from an arbitrary direction. This workspace can be approximated using a simple kinematic model, which is validated experimentally on a benchtop setup.

In the future, we will demonstrate the dexterous workspace in 3D and create an actuation platform for concurrent control of the tendon driven robot and magnetic chain.
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INTRODUCTION
Concentric tube robots (CTR) and notched wrists are two technologies that have been investigated for medical applications. CTRs consist of pre-curved super-elastic tubes that are nested concentrically, and are linearly translated and axially rotated with respect to one another for movement. Separately, notched wrists are tubular instruments that can achieve large bending angles via notches that are cut into the tube and shortening actuation cables that run along their length. These two robotic tools have been investigated independently, but very few studies have explored combining them \cite{1}, \cite{2}.

This paper compares the workspace and dexterity of a three-tube CTR with two hybrid CTR and notch-cut wrist systems in simulation. These metrics are key in measuring the performance of robots, and particularly so for surgical robots. To perform complicated surgical tasks, it is critical to increase the number of spatial points that the robot can reach, and the number of obtainable orientations at these points.

MATERIALS AND METHODS
This comparison investigated five systems: a three-tube CTR, a four-tube CTR where the inner-most tube had a precurvature of zero and square notches cut into the distal region of the tube to generate 1-degree-of-freedom (DOF) bending (Hybrid 1), a three-tube CTR that had a 2-DOF wrist fixed at the distal end of the inner-most CTR section (Hybrid 2), and two controls for each of the hybrid systems (Hybrid 1a and 2a) (see Fig. 1). The controls were identical to the hybrid systems but did not have any notches cut into the tubes. The notches used for both hybrid systems were commonly-used square cuts. The used 2-DOF wrist design was introduced in \cite{3}, and consisted of helically-wrapped notch-cuts in three bending planes that were 120° apart from each other. The design parameters that were chosen for the systems are shown in Table 1. The parameters for the CTR were precurved to generate 1-degree-of-freedom bending. The used 2-DOF wrist design was introduced in \cite{3}, with 120° apart from each other. The design parameters that were chosen for the systems are shown in Table 1. The parameters for the CTR were chosen based on literature and previous related designs \cite{1}, \cite{2}, \cite{3}, \cite{4}, as well as to constrain the maximum wrist lengths to be similar.

The end-effector positions and orientations were then computed by performing forward kinematics on 10,000,000 randomly sampled joint configurations (i.e., the rotations and translations for each concentric tube, and the cable displacements to bend the notches). A torsionally-rigid forward kinematic model for the CTR was used \cite{5}, and a constant-curvature model for square-cut notches was used for the wrists \cite{1}, \cite{3}.

These end poses were used to compute the workspace and dexterity for each system. The workspace was defined as the volume of reachable points by the robot’s end-effector. All space was first discretized into 3D voxels with dimensions 0.6 mm × 1.5 mm × 0.38 mm. The voxels that the robot’s end-effector reached were marked, and the workspace volume was computed as the product of the voxel volume and the number of unique voxels reached. Secondly, the dexterity was defined as the fraction of orientations that the end-effector obtained at each point.

![Fig. 1](image.png) a) The five systems investigated. Hybrid 1a and 2a served as the controls for Hybrid 1 and 2, respectively. b) A side view of a single square notch cut with labeled geometric parameters and cable actuation direction.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Outer Section</th>
<th>Middle Section</th>
<th>Inner Section</th>
<th>Hybrid 1</th>
<th>Hybrid 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer diameter, (d_o) (mm)</td>
<td>2.45</td>
<td>1.91</td>
<td>1.48</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>Inner diameter (mm)</td>
<td>2.3</td>
<td>1.7</td>
<td>1.3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Curvature (mm(^{-1}))</td>
<td>1/81.00</td>
<td>1/69.67</td>
<td>1/55.67</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Elastic modulus (GPa)</td>
<td>34.5</td>
<td>34.5</td>
<td>34.5</td>
<td>55.0</td>
<td>—</td>
</tr>
<tr>
<td>Max translation (mm)</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>45</td>
<td>—</td>
</tr>
<tr>
<td>Total number of notches</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>9</td>
<td>—</td>
</tr>
<tr>
<td>Notch cut height, (h) (mm)</td>
<td>—</td>
<td>—</td>
<td>0.6</td>
<td>0.6</td>
<td>—</td>
</tr>
<tr>
<td>Notch cut depth, (g) (mm)</td>
<td>—</td>
<td>—</td>
<td>1.07</td>
<td>1.07</td>
<td>—</td>
</tr>
<tr>
<td>Internotch space, (c) (mm)</td>
<td>—</td>
<td>—</td>
<td>0.6</td>
<td>0.6</td>
<td>—</td>
</tr>
</tbody>
</table>

TABLE I CTR and wrist design parameters
in the workspace. An arbitrary sphere at each point was discretized into 400 faces with equal surface area. The face that intersected with each end-effector’s tangent vector was marked, and the dexterity at each point was expressed as the fraction of the number of unique faces marked over the total number of faces (see [6]).

RESULTS

The workspaces and dexterity heatmaps for each system are shown for a cross-section at the centerplane (y=0) in Fig. 2. Their total workspace volume and max dexterity is shown Table 2. The workspaces for each system were rotationally symmetric around the z-axis. Hybrid 1 and 2 had higher workspace volumes and max dexterity values than their controls Hybrid 1a and 2a, respectively. Hybrid 2 displayed the greatest workspace volume (by at least a factor of two) while Hybrid 1 showed the greatest maximum dexterity (by at least a factor of three).

TABLE II Workspace volume and max dexterity results

<table>
<thead>
<tr>
<th>System</th>
<th>Workspace Volume (mm$^3$)</th>
<th>Max Dexterity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTR</td>
<td>5599</td>
<td>0.05</td>
</tr>
<tr>
<td>Hybrid 1</td>
<td>17280</td>
<td>0.78</td>
</tr>
<tr>
<td>Hybrid 1a</td>
<td>8187</td>
<td>0.05</td>
</tr>
<tr>
<td>Hybrid 2</td>
<td>36332</td>
<td>0.25</td>
</tr>
<tr>
<td>Hybrid 2a</td>
<td>16916</td>
<td>0.05</td>
</tr>
</tbody>
</table>

DISCUSSION

This paper presented the improved workspace and dexterity of a CTR system when combined with notched wrists with either 1-DOF or 2-DOF bending capabilities. Compared to Hybrid 2, Hybrid 1’s workspace was smaller because of the wrist’s straight backbone. As the tube had zero curvature and was nested within the pre-curved tubes, the resultant curvatures were reduced for each section. This was not the case for Hybrid 2, and thus its design may be more useful in cases where maintaining the pre-curvatures is important, e.g., obstacle avoidance of critical structures, or where a large workspace range is required, e.g., accessing large anatomical structures.

Alternatively, Hybrid 1 generated higher dexterity values than Hybrid 2 as more notches were actuated in a single bending plane. A 2-DOF wrist requires notches to be cut in orthogonal bending planes which limits the maximum bending angle the wrist can achieve in a single direction (if constraining the wrist lengths to be the same). The Hybrid 1 system may be preferable for highly dexterous tasks and if the smaller workspace is not an issue.

Overall, hybrid systems integrate the CTR’s curvilinear shape and the notched wrist’s sharp bends to access previously unreachable spatial points and to provide finer manipulability in its workspace. This is essential to execute complex surgeries and tasks. It is anticipated that further studies for design optimizations and medical applications will help to better understand how these hybrid designs can improve surgical techniques.
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Design and Control of a Tele-operated Soft Instrument in Minimally Invasive Surgery
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**INTRODUCTION**

The medical sector has emphasised increasing levels of autonomy to achieve safe and efficient robot-assisted surgeries [1]. In this case, robust and intuitive manipulation of medical robots is crucial, and many tele-operated surgical robots have been developed, e.g., the da Vinci robotic platform. The tele-operation can offer high operation precision and intuitive manipulation. In addition, soft robots have led to the development of inherently safe and flexible interventional tools for medical applications, e.g., the minimally invasive surgery (MIS). Soft instruments are particularly advantageous to navigate in tortuous anatomical environments with constrained space [2]. Combining the tele-operation technology with soft robots might further result in a significant reduction in operation time and increase of surgeons’ dexterity [3]. The contribution of this work lies in the design and control of a tele-operated soft instrument for laparoscopic examination are proposed based on the miniaturised STIFF-FLOP manipulators (with a diameter of 11.5 mm) [4]. Specifically, the robot has two serially connected modules, which can seamlessly fit to commercially available 12 mm trocar ports used in MIS (see Fig. 1). The bending angle of the soft instrument can achieve 180°. We also preliminarily validate the feasibility of the soft instrument.

**MATERIALS AND METHODS**

**A. System Overview**

The robot body is made of a low shore hardness silicone (Ecofex 00-50 Supersoft, SmoothOn). The robot has six fully fibre-reinforced circular chambers distributed evenly. Two adjacent chambers are internally connected via a 1 mm silicone pipes and actuated as one pair. An inner lumen of a 4.5 mm diameter is preserved to feed through mm silicone pipes and actuated as one pair. An inner lumen of a 4 mm endoscope camera is integrated at the tip of the robot. A sliding sleeve is designed to fully open the sealing part of the trocar before inserting the robot.

A PC with the Robot Operating System (ROS) is used as the host to achieve communication between the Touch X and a laptop running Matlab for achieving inverse kinematics, the calculated desired pressure is sent to an Arduino Due to regulate the chamber pressure via pressure regulators (Camozzi K8P, Italy).

**B. Inverse Kinematic Control**

The spatial configuration of the robot’s backbone can be described using a displacement vector \(p(s)\) and a rotation matrix \(R(s)\). Differentiating them with respect to the curve length \(s\), denoted by \((\cdot)_s\). This yields

\[
p_\alpha(s) = R(s)v(s), \quad R_\alpha(s) = R(s)\hat{u}(s),
\]

where \(v(s)\) and \(u(s)\) are the local strain vector and curvatures, with \(\hat{u}(s)\) as a skew-symmetric matrix. The derivatives of force \(n(s)\) and moment \(m(s)\) are

\[
n_\alpha(s) = f_e(s) + f_P(s), \quad m_\alpha(s) = -\hat{p}_e n(s) - l_e(s) + l_P(s),
\]

where \(f_e(s)\) and \(l_e(s)\) are the distributed external force and moment. \(f_P(s)\) and \(l_P(s)\) are the distributed force and moment resulting from pressurisation and equal

\[
f_P(s) = \sum_{i=1}^{6} P^i A_c R(s)e_3, \quad m_P(s) = \sum_{i=1}^{6} P^i A_c R(s)[(v(s) + \hat{u}(s)\hat{d}^i) \times e_3 + \hat{d}^i \hat{u}(s)e_3].
\]
where \( P^i \) is the pressure in the \( i \)th chamber, \( A_c \) is the chamber area, \( \delta \) is the position vector of the \( i \)th chamber, and \( e_3 = [0, 0, 1] \). A linear constitutive material model is adopted to relate \( n(s) \), \( m(s) \) to \( v(s) \), \( u(s) \), yielding in (5)

\[
n(s) = R(s)K_{se}(v(s) - e_3^T), \quad m(s) = R(s)K_{sb}u(s),
\]

where \( K_{se} \) contains the shear and elongation stiffness, and \( K_{sb} \) contains the bending and torsion stiffness.

1) Boundary Conditions: For a two-segment robot with the length of \( L_1 \) and \( L_2 \), the boundary conditions of the force and moment at the tip of the robot are

\[
n(t^+) = F_p(t^+) + F_e(t^+), \quad m(t^+) = m_p(t^+) + m_e(t^+),
\]

where \( t = t_1 + t_2 \), the subscripts \( P \) and \( e \) denote the force and torque from the pressurisation and external. Considering a rigid connection between two segments, the intermediate boundary conditions need to be satisfied

\[
n(L_1) = F_p(L_1) + n(L_1^+) + F_e(L_1^-) = F_p(L_1^+),
\]

\[
m(L_1) = m_p(L_1) + m(L_1) + m_e(L_1^-) - m_p(L_1^-),
\]

where the superscripts - and + denote the left and right limits. For the inverse kinematics, the desired configuration can be \( y_d \) and \( R_d \). As such,

\[
p(t) = y_d, R(t) = R_d.
\]

2) Numerical Implementation: The shooting method can then be applied by assuming the initial guess as

\[
g(0) = [n(0), m(0), P], \quad s.t. \quad P_{max} > P^i > 0, \quad i = 1 \ldots 6.
\]

where \( n(0) \) and \( m(0) \) are the force and moment at the base, \( P \) contains the actuation pressure in six chambers and \( P_{max} \) is the maximum allowed pressure. Specifically, by integrating (2) and (3) (using the fourth-order Runge–Kutta method) based on the initial condition (9) and satisfying (7)-(8). The problem is solved as a nonlinear least-square problem via Matlab.

RESULTS

The feasibility of the soft instrument is validated via a human phantom equipped with 12 mm trocar ports (see Fig. 1). The sliding sleeve can successfully prevent the robot directly interacting with the sealing part of the trocar during the insertion process. As such, the robot doesn’t suffer from buckling. In addition, the sliding sleeve is retractable to guarantee the sealing quality once the robot has passed. The simulation is visualised by Matlab, where the desired tip position is controlled by the Touch X (see Fig. 2(a)). The demonstration of the inverse kinematic control is exemplified by using two trajectories, i.e., rectangular and circular shapes. The tip of robot is kept towards the \( z \)-axis. The results are shown in Fig. 2(b), which shows the fidelity of the inverse control.

DISCUSSION

Compared with the robots from e.g., [2], [4] (diameter of 14.5 mm), our soft instrument (diameter of 11.5 mm) has the smallest diameter. This miniaturised dimension enables the robot seamlessly fit to the commonly available 12 mm trocar. The proposed inverse kinematic control is applicable to control the tip position and orientation with a frequency between 15-20 Hz in our PC (Intel i5, RAM 32 GB). It is worth mentioning that the problem generally can be solved within 3-5 optimisation iterations. As such, it is possible to improve the computation performance, e.g., using C++. We have also created soft robots with diameter of 8 mm. As such, we will further scale down the system dimension. In addition, we will evaluate the intuitiveness of the tele-operation system based on user tests and experimentally validate the accuracy of the inverse kinematic control.
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INTRODUCTION

Atrial Fibrillation (AFib) is the most common arrhythmia among the elderly population, where electrical activity becomes chaotic, leading to blood clots and strokes. During Radio Frequency Ablation (RFA), the arrhythmogenic sites within the cardiac tissue are burned off to reduce the undesired pulsation. Manual catheters are used for most atrial ablations, however, robotic catheter intervention systems provide more precise mapping. Several studies showed excessive contact forces (> 0.45 N) increase the incidence of tissue perforation, while inadequate force (< 0.1 N) results in ineffective ablation. Fig.1 shows a schematic of a cardiac RFA catheter used for AFib treatment. For robot-assisted RFA to be safe and effective, real-time force estimation of catheter’s tip is required. As a solution, finite element (FE) analysis can provide a useful tool to estimate the real-time tip contact force. In this work, a nonlinear planar FE model of a steerable catheter was first developed with parametric material properties in ANSYS software. After that, a series of simulations based on each mechanical property was performed, and the deformed shape of the catheter was recorded. Next, validation was conducted by comparing the results of the simulation with experimental results between the range of 0-0.45 N to determine the material properties. Despite the previous work, which was a study to estimate the tip contact force of a catheter using a deep convolutional neural network [1], [2], the main contribution of this study was proposing a synthetic data generation, so as to train a light deep learning (DL) architecture for tip force estimation according to the FE simulations. Due to the availability of real-time X-ray images during RFA procedures (fluoroscopy), the shape of the catheter is available intraoperatively. The proposed solution not only feeds the data-hungry methods based on DL with a sufficient amount of data, but also shows the feasibility of replacing the fast, accurate, and light-weight learning-based methods with slow simulations.

MATERIALS AND METHODS

The catheter was modeled as a cantilever beam with a length of \( L = 108 \text{ mm} \) and diameter \( D = 2.33 \text{ mm} \). These are the dimensions of the available catheter (Blazer II XP, Model 4770THK2, Boston Scientific). Due to the different materials used to prototype catheters, the equivalent Young’s modulus, Poisson’s ratio, and density are considered as parameters in the simulations. Then based on the deformation of the catheter during the experimental setup, the values for these parameters are tuned. During the experiment, the tip of the catheter was 40 mm squeezed, and the reaction force at the base was recorded. Homogeneous Dirichlet and Neumann boundary conditions were applied at the right-most of the model to simulate the cantilever condition for the distal shaft of the catheter. The model was solved with 108 elements and with a large deformation assumption. To validate the parametric simulation and find the material properties, a range for every three parameters is considered. Young’s modulus ranges from 120 to 200 MPa, Poisson’s ratio from 0.3 to 0.4, and density from 7000 to 8000 \( \text{kg/m}^3 \). The experimental setup in Fig.2 mimics the catheter simulation. Before the experiment, 108 mm of the catheter tip was measured and fixed in the holder of the linear actuator. The linear actuator was 3D printed in a way to align the center of the holder and 6-DoF force/torque sensor (ATI, Mini40). Next, a stepper motor controlled by an Arduino squeezed the catheter tip against the force sensor mounted at the end of the linear actuator. Simultaneously, a camera perpendicular to the deflection plane was used to record the deflection of the catheter. Fig.3(a) shows the recorded force during the experiment and Fig.3(b) compares the result of the experiment and simulation. By utilizing ANSYS’s response surface optimization (RSO) module, the candidate point is selected with the aim of minimizing the error between the reaction force obtained from the force sensor and the simulation. After the optimization, Young’s modulus, Poisson ratio, and density are set to
The input image is fed to the first convolution layer with 64 filters of size 7 × 7 along with a residual connection that adds the input channels to the output of the block. However, the first convolution layer of the first block diminishes the size of inputs with a stride 2 which reduces the input with size 224 × 224 to 64 feature maps of size 28 × 28. Next, a global average pooling layer flattens the aforementioned feature maps into a vector that goes to a dense layer with 16 neurons. The ReLu activation function is applied to all convolutional and dense layers except the output layer which is one neuron to generate total forces. The architecture parameters are tuned by minimizing the Mean Square Error (MSE) loss function using Root Mean Squared Propagation (RMSprop) optimizer.

RESULTS
A convolutional graph trained on simulated data shows that synthetic data can be fed into a model. DL graph was trained with the batch size 32 and learning rate \( lr = 0.001 \) in 50 epochs. To keep track of overfitting, the model was validated on the validation set every epoch. Table 1 reports the performance of the trained model in the inference stage on the test set using the following metrics: Mean Absolute Error (MAE), MSE, and Root Mean Square Error (RMSE). For sake of a benchmark, the trained model was compared with the Y-Net [1] and ResNet [2] which were trained on a realistic dataset. The trained model of this work is called “SimResNet”. As can be seen, SimResNet can learn total forces precisely without overfitting. Comparing the SimResNet with the Y-Net and ResNet, the obtained results are matched with the reported results. However, the MAE for SimResNet is slightly smaller than the other models. This can stem from the fact that in contrast to SimResNet, the output of Y-Net and ResNet are in a 3D and 2D force space respectively.

DISCUSSION
Through learning-from-simulation, this study proposes a deep learning approach for estimating tip force on steerable catheters. To determine the catheter’s design parameters, FEM simulations were conducted. Next, the model is trained using the data extracted from simulation.
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DEBI: a new mechanical device for safer needle insertions
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INTRODUCTION

Over 1 million core-needle breast biopsies are performed every year in the US alone [1], while gastrointestinal and prostate biopsies are estimated in similar numbers. The cost of core-needle breast biopsies ranges between $500 for manual procedures to $6,000 for image-guided procedures [2]. A retrospective study indicated that approximately 2.5% of breast biopsies fail [3]. Needle bending has been identified as a significant cause of error in biopsies and is particularly likely to occur at the insertion stage [2]. The associated risks include: i) biopsy of the wrong site leading to misdiagnosis; ii) puncture of sensitive areas in proximity of the insertion path; iii) repeated insertions, thus longer procedure duration and increased patient discomfort. Biopsy needles are also prone to buckling, which can damage the needle permanently. Common techniques for correcting needle bending in clinical settings include repeating the insertion (which can be time-consuming) or using a needle guide (which reduces the maximum insertion depth). In research, axial rotation is typically employed for steering bevel-tip needles, but it is less effective for needles with an axial-symmetric tip [4]. Additionally, straight insertions require continuous axial rotation, which can damage soft tissue due to the spinning of the bevel tip [5]. Alternative approaches employ steerable needles, which are not yet part of clinical practice [6].

We have developed a mechanical device that detects needle bending as soon as it occurs and that immediately reduces the insertion force thus helping to avoid deep insertions with deflected needles and the associated risks. Unlike existing solutions, our design does not require actuators or sensors hence it can be made MRI-safe, sterilisable or disposable. Finally, our device can be used with a variety of standard needles, including multi-bevel needles (e.g. diamond tip or conical tip).

MATERIALS AND METHODS

The proposed device resembles a syringe in that it consists of a piston, used to impart the insertion force, and a main body which houses the force-limiting mechanism and supports the needle (see Figure 1). The force-limiting mechanism consists of a spring-loaded relief valve connected to the needle base: when the needle bends, its base moves laterally and tilts the plunger of the relief valve. This reduces the compression of the O-ring mounted on the plunger; thus, the internal pressure generated by the piston drops, allowing the piston to advance towards the needle base. Consequently, the insertion force and the depth are automatically limited. A check valve is embedded in the piston to refill the internal chamber during retraction. We have manufactured a prototype measuring 172 mm in length and weighing 85 grams by employing standard 3D printing technologies.

We have developed an automated test setup (see Figure 3) to assess the performance of the device with in-vitro experiments involving repeated needle insertions in a silicone rubber phantom representative of physiological tissues. The test setup consists of a double-acting plastic pneumatic cylinder (AC111-707-501, IPS Inc.) supplied with digital pressure regulators (Tecno Basic, Hoerbiger, Germany), while a linear encoder (EM1-300, US Digital) has been employed to measure the position of the piston. Each valve regulates the output pressure with an internal pressure sensor and a low-level control loop. A PID algorithm has been employed to control the position of the piston. The bending angle at the needle tip has been measured with an electromagnetic (EM) tracking system (Aurora, NDI Europe) by using an 18G coaxial needle (1.3 mm OD, 0.8 mm ID, 150 mm long) instrumented with an EM sensor (part number 610061, NDI Europe, RMS accuracy 0.2 degrees). The insertion force has been measured with a force sensor mounted on the piston (FSG15N1 A, Honeywell), while the pressure inside the force-limiting mechanism has been measured with an additional sensor.
RESULTS
A set of needle insertions have been conducted with a silicone-rubber phantom (PlatSil GEL-10, Polytek), shore A = 10, representative of liver tissue [7], setting the needle perpendicular to the surface of the phantom. Each needle insertion has been repeated five times, and for each measurement we have computed the mean value (displayed in red) and the standard deviation (displayed in shaded blue) of axial displacement, bending angle, and insertion force. The test results (see Figure 2) show that the needle bending angle remains below $5^\circ$, while the insertion force remains below 0.5 N. The insertion speed is approximately 8 mm/s, which is representative of percutaneous interventions of the liver (see [8]). In comparison, removing the force-limiting mechanism yields needle bending angles above $30^\circ$ and insertion forces above 1 N. Thus, the proposed mechanism reduces the needle bending by over 80%, which is similar to the results achieved with our controller [9] in automated closed-loop insertions.

DISCUSSION
The experimental results indicate that our device can effectively limit needle bending, thus reducing the associated risks. Since the device is completely mechanical (i.e., sensors have only been used for data collection), it can be produced in low-resource settings to suit various manual and robotic-assisted percutaneous procedures.
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INTRODUCTION

Transcatheter aortic valve implantation (TAVI) is regarded as the option of preference minimally invasive intervention to treat high-risk patients with aortic stenosis, which is a common heart valve disease characterized by the narrowing of the valve opening due to the thickening of the valve leaflets. During TAVI, a prosthetic aortic valve, replacing the diseased native valve with its function, is inserted and expanded by a balloon catheter if it is a balloon-expandable device. As a result, the correct size of the prosthetic device is vital due to its association with potential complications such as paravalvular regurgitation and aortic annulus rupture [1]. Pre-operative annulus size measurement based on imaging techniques is commonly applied before TAVI procedure including transthoracic echocardiography, transesophageal echocardiography and multidetector computed tomography [2], [3]. However, these techniques face two major limitations: heavy dependence on the operator’s experience and the influence of the optimum instant in the cardiac cycle for evaluation. In addition, the potential changes in the annular geometry caused by balloon aortic valvuloplasty, which uses a balloon catheter to dilate the calcified aortic leaflets as a bridge treatment to TAVI, are not considered. Therefore, intraoperative assessments based on valvuloplasty balloon catheters were introduced, which measure the annulus size by the balloon when it is inflated for dilatation [4]. They do, however, only provide limited compatibility for a limited number of devices. This study proposes an intra-operative method for measuring the aortic annulus that account for compliance and elliptical geometries using balloon internal pressure and volume data. The valvuloplasty balloon catheter from a commercially available source was used to obtain the intra-balloon pressure-volume curves by an inflation device. A characterized analytical model and a numerical model for balloon free-inflation were used to develop a sizing algorithm for estimating annulus dimensions.

MATERIALS AND METHODS

A. The compliant phantoms

For the purpose of validating the estimation method by balloon inflation, two types of idealized compliant

b) Inflation device:
1: Linear actuator 2: Syringe 3: Servo drive 4: Computer
(a) Balloon aortic valvuloplasty illustration and inflation device; (b) Aortic annulus phantoms.

aortic annulus phantoms were used: 8 circular cylinder phantoms (inner diameters of 21 and 22mm) and 24 elliptical cylinder phantoms (short diameter/long diameter as annulus ratio: 0.6, 0.7, and 0.8, two circumferences as the same value of 21 and 22mm diameter circles). The phantoms were produced by 3D printing with 5mm thickness and 40mm in length, whose shore hardness included 60A, 70A, 85A, and 95A as Fig. 1.

B. Experiment study

An Edwards 9350BC23 balloon catheter (Edwards Life-sciences, Irvine, USA) with a nominal diameter of 23mm and nominal volume of 21ml was used to dilate the phantoms. The balloon was connected to an inflation device, and a flow rate of 1ml/s was injected inside the balloon until the intra-balloon pressure reaches 4.5atm to avoid the balloon from bursting. The pressure and volume (p-v) data of the balloon during the inflation was recorded by the inflation device, imported into Matlab, and processed by an estimation algorithm.

C. Balloon numerical and analytical models

By comparing the p-v data of the free inflation and that of the inflation inside phantoms, the pressure value when the balloon starts to expand the phantoms could be figured out. Therefore, models of the balloon that use pressure...
and volume to calculate the diameter of the balloon are necessary to be created. The numerical balloon model was created by a fitting regression of the diameters, applied pressure, and the internal volume changes during the balloon inflation simulation. The equations of pressure-volume data are plugged in when numerical or analytical diameters and pressure are acquired. The numerical balloon model was based on defining the incremental balloon's geometric variation by the difference between the internal and external pressure during free inflation. And the diameter was calculated according to the transmuscular pressure of the balloon membrane as (2), where $D_e$ is the estimated diameter and $p_t$ is the transmuscular pressure.

$$D_e = D(1 + \frac{p_t}{p_i})$$

D. Diameter estimation

When the balloon is fully in contact with the annulus, the latter deforms by enlarging, with the compliance of the balloon's diameter estimation with stiffer elliptical (85A and 95A) and volume to calculate the diameter of the balloon are necessary to be created. The numerical balloon model was created by a fitting regression of the diameters, applied pressure, and the internal volume changes during the balloon inflation simulation. The equations of pressure-volume data are plugged in when numerical or analytical diameters and pressure are acquired. The numerical balloon model was based on defining the incremental balloon's geometric variation by the difference between the internal and external pressure during free inflation. And the diameter was calculated according to the transmuscular pressure of the balloon membrane as (2), where $D_e$ is the estimated diameter and $p_t$ is the transmuscular pressure.

$$D_e = D(1 + \frac{p_t}{p_i})$$

The analytical balloon model was based on defining the incremental balloon's geometric variation by the difference between the internal and external pressure during free inflation. The sizing algorithm is predicated on the idea that at the point where complete contact is almost made, the balloon's diameter will be equal to the annular diameter without annulus deformation. Inferring the location in the acquired data where the pressure increment departs from the free inflation curve and estimating the corresponding balloon diameter using $D_p$ functions derived from balloon models allow for indirect sizing of the circular compliant annulus. Sizing for the short diameter of the elliptical compliant annulus can be achieved indirectly by determining the volume inside the balloon when the pressure $p$ is zero. This is done by setting the pressure $p$ to zero, where the balloon begins to touch the aortic wall of the elliptical phantom.

RESULTS

The results of free tests with various elliptical ratios were averaged to produce a curve for each phantom. When the balloon touches the phantom and the pressure increment deviates from the free inflation, the fitting lines for the extracted data with different balloon pressure intersect the analytical model and numerical model lines, allowing for the estimation of the circular diameter model lines. One example of the results for 21mm circular phantom is shown in Fig. 2(a), where the yellow intersection is used for estimating diameter by numerical model and the pink point is by the analytical model. The estimated diameter results by the numerical model are larger than the analytical model. Fig. 2(b) to (e) show the error of the estimations for different stiffness and shore hardness phantom, where errors are for all circular phantoms in all shore hardness/elliptical variations are lower than 2%. The 85A shore hardness phantom with a 0.8 annulus ratio (0.21% for 21mm and 0.19% for 22mm phantom) error are the most precise for sizing the short diameter.

DISCUSSION

To estimate the diameter of a circular and the smallest diameter of a non-circular annulus, an aortic annulus sizing approach based on the relationship between internal balloon pressure and volume was developed. The method was evaluated on experimental tests. The results demonstrate high accuracy for a variety of compliant circular phantoms and good accuracy for short-diameter estimation with stiffer elliptical (85A and 95A) or larger annulus ratio (0.8) phantoms. The operator will receive useful additional information from this precise sizing by helping them choose the right device size and to enhance the success of their post-implantation procedures. In order to test this sizing method in a more realistic environment, future studies could incorporate the actual shape of the aortic root, account for the influence of the physiological operating conditions, as well as investigate an improved approach for evaluating the material properties of the annulus.
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INTRODUCTION

Flexible endoscopes are widely used due to their effective treatment of various conditions with minimal surgery. Existing ESD platform, such as Incisionless operation platform (IOP) [1] and ANUBIScope [2], while they may offer reliable support for endoscopic bending, they lack the ability to provide precise motorized motion or may potentially restrict the maneuverability of the platform in confined endoluminal environments. Another more advanced operation platform, namely EndoMaster [3], while providing excellent visualization of the surgical area due to its compact design, which allowed for easy docking and prevented interference from the working arms, however, its complex operational requirements, where the surgeon must control the console remotely and manipulate the robotic arms using hand controls, can be time-consuming and challenging for the surgeon to master. Over-the-Scope Clip (OTSC) [4] use a device that places clips over the endoscope to hold tissue before removal, but the effectiveness of these clips in securing the tissue is sometimes inadequate, resulting in incomplete tissue acquisition and suboptimal surgical outcomes. Existing operating systems face challenges such as limited mobility, insufficient tissue collection, complex setup, and high costs. EndoGRASP, a novel handheld endoscopic platform, addresses these issues with its flexible robotic overtube and actuation unit. Optimized for efficient endoscopic submucosal dissection, it enhances patient safety and ensures precise, motorized control of the endoscope and instruments.

MATERIALS AND METHODS

EndoGRASP is separated into two different parts, described as the overtube system portion and the integrated actuation unit portion. The overtube system consists of several components, including the Y-junction adapter used for the insertion of the endoscope, a cable gland and a coil sheath for connection and protection, tendon coils for transmitting actuation force to the overtube, and a biopsy channel tube for guiding the movement of the instrument.

The bending section of the overtube is mainly divided into two portions, namely active and supporting sections.

Fig. 1 CAD Model of EndoGRASP and the actuation unit

The active bending section is controlled by actuating four tendons, allowing for two degrees of freedom with planar bending. When inserting the robotic instrument, it is important to make sure it can smoothly pass through the continuum joint to reach the outlet. A biopsy channel tube is used as a guide, enabling the instrument to move easily from the proximal to the distal end of the overtube. When the overtube is actuated, it bends and stretches, increasing its length. To prevent restrictions in bending due to the non-stretchable biopsy tube, a biopsy channel stopper at the distal end of the overtube controls its movement. This design creates ample internal space for the biopsy channel to move even when the overtube is bent, ensuring that the non-stretchable tube does not limit the bending of the overtube. The stopper also secures the biopsy channel's position and prevents slippage while allowing for constant curvature bending.

The EndoGRASP actuation unit, shown in Fig. 1 and 2, includes key components for rapid overtube bending...
adjustments during surgery. It has a gearbox-equipped driving unit, tool coupler, linear translation mechanism, and motors. Two motors actuate the overtube, while four control the robotic gripper. Tendons connect to motor gears through tendon holders. The linear translation mechanism allows straight-ahead robotic instrument movement, and the aluminum platform with pink pulleys in Fig. 1 offers ample space for tool movement.

RESULTS

The endoscopic system’s bending motion can be modeled using a polar coordinate system with four quadrants and a derived kinematic equation.

\[ \Delta L_i = L - \left( r \pm R_i \sin \left( \frac{\theta}{2} \pm (u_i - \Psi) \right) \right) \times \theta \]  

(1)

Where \( \Delta L_i \) is the change in length of tendon, \( L \) is the length of tendon before actuation, \( r \) is the bending radius, \( R_i \) is the minimum distance between tendons and the joint center, and \( u_i \) is the angle between the tendons and central axis of the joint. \( \theta \) and \( \Psi \) are the bending angle and orientation, respectively. The bending angle of the overtube is precisely measured by employing optical sensors, which monitor the movement and orientation of the overtube throughout the procedure. This enhances control and optimizes the design for improved surgical outcomes. Figure 3 illustrates the constant curvature bending motion of the overtube at 45° and 90° with 0 orientation (the reference plane). Additionally, EndoGRASP achieves a 180-degree maximum bending angle and maintains a 50mm curvature while navigating tight spaces.

DISCUSSION

EndoGRASP represents a significant advancement in endoscopic surgery, offering unparalleled versatility and flexibility compared to existing ESD operation platforms. With the ability to bend at various angles, including the crucial retroflexion bend, EndoGRASP enables surgeons to provide therapy in hard-to-reach areas, such as the fundus portion of the gastrointestinal tract. This innovative platform is characterized by its unique overtube system, incorporating a biopsy channel stopper that allows for constant curvature bending without limitations from non-stretchable biopsy tubes.

Fig. 2 Prototype of EndoGRASP

Fig. 3 Bending performance of EndoGRASP
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INTRODUCTION

Globally, the minimally invasive surgery (MIS) has been applied to more and more medical fields. MIS can provide many benefits for the patient, such as reduced pain, faster recovery, and better cosmesis [1]. But it also causes many challenges to the doctor and assistant during the long surgery. The most prominent problem is how to get the desired view through the narrow incision and the current solution is to insert a rigid endoscope into the surgical cavity of the patient. But this method will also bring about many problems and magnify the difficulty of the surgery. Firstly, the motion of the endoscope is limited by the incision especially when sharing the same port with other instruments, leading to the insufficient field of view (FOV) during the surgery. Also, the frequent collisions between the endoscope and other instruments will also interfere the adjustment of FOV. To address the above issues, the magnetic anchored and guided system (MAGS) is proposed [2]. Due to there is no rigid shaft and the endoscope is attached on the inner wall of the surgical cavity, the problems of port-crowding and instrument-fencing can be significantly alleviated, as shown in Fig.1. But how to arrange and control additional degrees of freedom (DOF) on MAGS to make it can cover the full FOV for surgeon is still a challenging problem. Here, we introduce the cable-driven mechanism to combine with the magnetic actuation method, providing a feasible solution for clinical application.

Fig. 1. The comparison between traditional endoscope and MAGS.

MATERIALS AND METHODS

This system mainly consists of two parts, the external unit and internal unit, as shown in Fig.2. The external unit contains one external permanent magnet (EPM) and its holding device (such as a robotic arm). The internal unit is composed of one internal permanent magnet (IPM), one cable-driven mechanism, and a camera.

As for the workflow of the system, firstly, the internal unit will be inserted into the patient body via the MIS incision and held to stick to inner wall of the surgical cavity by specific fixture device. Next, the external unit will be moved above the internal unit, the magnetic attractive force between the EPM and IPM can anchor the endoscope, and the fixture device can be released. Then the surgical assistant will move the external unit to actuate the inner endoscope translate to a desired position according to the demand of surgeon. During the surgery, the FOV from the endoscope can be adjusted by the pan motion of the IPM resulting from the rotation of the EPM and the tilt motion of the cable-driven mechanism to focus on the areas of concern for doctors. Finally, the internal unit will be moved to the vicinity of the MIS port and taken out when the surgery is finished.

The force analysis and motion description can be modeled with the help of magnetic dipole theory [3]. In this system, the EPM and IPM can be considered as two magnetic dipoles regardless of volume approximately. Then the magnetic field strength generated by the EPM at the location of the IPM can be calculated:

\[
B = \frac{\mu_0}{4\pi} \frac{3 (P_I - P_E) (P_I - P_E)^T}{\|P_I - P_E\|^3} - I M_E
\]

where \(\mu_0\) is the vacuum permeability; \(P_I\) and \(P_E\) represent the position vector of the IPM and EPM; \(I\) is a \(3 \times 3\) identity matrix; \(M_E\) indicates the \(1 \times 3\) magnetic moment vector of the EPM.
Then, the force applied on the IPM can be obtained according to the magnetic field:

\[ F = (M_I \cdot \nabla) B \]

which can be further expressed by:

\[ F = \frac{3\mu_0}{4\pi} \left[ I (\hat{r}_{EI} r_{EI}^2 + \hat{r}_{EI} M_i^T + \hat{r}_{EI} M_i (I - 5\hat{r}_{EI} r_{EI}^T)) M_E \right] \]

where \( r_{EI} \) represents the vector from the position of EPM to the position of IPM; \( M_i \) is the magnetic moment vector of the IPM.

The internal unit can be anchored against the inner wall of the body cavity when the force along Z-axis is bigger than the gravity of the internal unit. The movement of the external unit along the X-axis and Y-axis can produce the translational force to overcome the friction to actuate the translation of the internal unit.

According to the above equations, the anchoring force around X-axis and the translation force along X-axis and Y-axis can be calculated.

As for the pan torque acting on the IPM, it can be formulated as:

\[ T = M_I \times B \]

when the magnetic torque is larger than the friction torque, the internal unit begin to rotate along the Z-axis.

The cable-driven mechanism is composed of serval disks and four attached cables. Control the tension of different cables can adjust the position and orientation of the camera fixed on the end of flexible link, as shown in Fig.3. The transformation matrix mapping from the base to the end can be expressed by [4]:

\[
T = \begin{bmatrix}
    s^2c^2 + c^2p^2 & c^2p^2(c^2 - 1) & c^2p^2(1 - c^2)s / \theta \\
    c^2p^2(c^2 - 1) & c^2p^2 + c^2 + s^2p^2 & s^2p^2(1 - c^2)s / \theta \\
    -c^2p^2 & -sp^2 & c^2p^2s / \theta \\
    0 & 0 & 1
\end{bmatrix}
\]

where \( \theta \) and \( \phi \) represent the two DOF of the flexible link and the symbol \( s \) and \( c \) indicate the \( \sin \) and \( \cos \).

![Fig.3](image3.png)

Fig.3 (a) The design and relevant parameters of the flexible link. (b) The motion and kinematics of the flexible link.

**RESULTS**

The parts of internal unit and external unit were 3D printed, both the EPM and IPM were magnetized with the strength of NS2, and the camera attached on the end was from MISUMI, as shown in Fig.4. We set up the system with a simulated chest model, the result showed that we can anchor the internal unit stably and perform the translation and pan motion smoothly.

After testing the force and motion performance of the magnetic coupling, the experiment validating the DOF of the flexible was also conducted. Here, two pairs of cables were used to control the flexible joint. And the result showed that the flexible link can achieve 90 degrees in two directions. The combination of the magnetic coupling and flexible link can provide sufficient FOV for the surgeon during the surgery.

![Fig.4](image4.png)

Fig.4 (a) Prototype of the external unit and internal unit. (b) Mockup with a simulated chest wall.

**DISCUSSION**

This article proposed a magnetic endoscope with a flexible link and preliminary experiments were conducted to validate the feasibility of the system. This endoscope can address the problem of port-crowing and instrument-fencing with traditional endoscopes and provide additional DOF to cover sufficient FOV for the surgeon in MIS. Of course, this system is still in a very preliminary stage, more experiments and tests need to be done to verify the accuracy of the modeling and the practicability in real clinical application. Especially, the interferences introduced by this endoscope (such as the influence from magnetic force and dangled tail on the operating instruments) need to be assessed by surgeons. In the future, we will integrate this system to a robotic arm and complete the actuation part for the flexible link. And the control algorithm will be developed to coordinate the motion of magnet and flexible link to realize the visual servoing task which can help doctors perform the surgery more conveniently.
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INTRODUCTION
SciKit-Surgery provides open source libraries to support research and translation of applications for augmented reality in surgery [1]. This paper discusses recent developments in SciKit-Surgery and case studies using SciKit-SurgeryBARD to support research into visualisation and user interface design for augmented reality in surgery [2], [3].

The availability of high quality software tools for research and translation is a key enabler for scientific progress. Research into surgical robotics, image guided surgery, and augmented reality for surgery brings together many disciplines and depends on a strong engineering base to provide the tools that researchers need (e.g., hardware interfaces, data management, data processing, visualisation, and user interfaces). SciKit-Surgery was conceived as a more accessible replacement for existing toolkits written predominantly in C++. Experience has taught us that whilst implementations in C++ could be robust and offer optimised performance, the need to learn the language and the difficulties of maintaining cross platform compilation presented a higher barrier of entry for most researchers.

Whilst research software can be initially developed using short term research grants, the longer term sustainability of the software depends on other researchers being able to contribute to the software, both for maintenance and to introduce new features. For that to happen the software needs to be compact, written in a language that is easily interpreted by humans, and well documented. We conceived SciKit-Surgery to be a set of individual Python modules that could be used on their own by researchers to explore a specific topic or assembled into high quality applications that could be rapidly deployed to clinic to enable translation from bench to bedside.

MATERIALS AND METHODS
Python has grown to be the most used programming language for researchers¹. Python combines an accessible syntax with a massive ecosystem of user contributed modules to provide ready made tools for most research tasks. Perhaps most important are the package management tools that enable modules to be installed and maintained on many platforms. For this reason we chose Python and as the base platform to develop and distribute the SciKit-Surgery libraries.

We made the key decision to keep our libraries highly modular. The intention is that each SciKit-Surgery library should do one thing and maintain orthogonality[4], so that modules could be combined into applications, without causing software conflicts. We developed a software template so that all SciKit-Surgery libraries share a familiar structure and continuous integration testing and deployment to PyPi is easily managed. The SciKit-Surgery organisation on GitHub creates a space where all libraries are collated and discussion and contribution in enabled.

Easily Swappable Hardware:SciKit-SurgeryCore sits at the centre of the ecosystem, defining data and message types common to all the SciKit-Surgery libraries. A key part of our work is developing hardware interfaces to talk to clinical and tracking hardware as this is a common stumbling block for researchers. SciKit-SurgeryCore defines an abstract API for all clinical hardware so that one tracking or imaging system can be easily substituted with another. Figure 1 gives an example of this, swapping an NDI tracking system with the open source ArUco tracking system [5].

For robotic surgery, we have demonstrated how our software template so that all SciKit-Surgery libraries share a familiar structure and continuous integration testing and deployment to PyPi is easily managed. The SciKit-Surgery organisation on GitHub creates a space where all libraries are collated and discussion and contribution in enabled.

RESULTS
SciKit-Surgery has grown rapidly since 2020 and is being used by researchers in image guided interventions globally. We are also seeing a steadily growing pool of contributors via GitHub. There are currently over 40 libraries listed on the SciKit-Surgery home page. We have found that it is the hardware interface libraries (SciKit-SurgeryNDITracker and SciKit-SurgeryBK) that have attracted the most external interest.

Within our own research group the use of SciKit-Surgery has had a transformational effect on our more junior research students (BSc and MSc). By carefully scoping research projects we can get junior researchers to contribute code and research outputs in short (3 months) projects.

SciKit-SurgeryBARD: Our current research on computer human interaction is built using SciKit-SurgeryBARD, the Basic Augmented Reality Demonstrator. BARD links together tracking libraries with visualisation using SciKit-SurgeryVTK and a

¹top-programming-languages-for-data-scientists-in-2022
python-based user interface (PySide) to enable students to quickly test their own augmented reality systems. The majority of research into image guided surgery and augmented reality in surgery focuses on addressing the many technical challenges of image registration and tracking. We have been able to utilise SciKit-SurgeryBARD to perform rapid user studies examining the impact of visualisation design on depth perception [3] and on the occurrence of inattentional blindness [6] during augmented reality assisted surgery [2]. The lower part of Figure 1 shows an example from our inattentional blindness study, where the majority of our volunteers failed to notice the spider when performing a simulated surgical task. SciKit-SurgeryBARD enables the creation of lightweight applications using ArUco markers. For AR these are highly accurate as tracking and display use the same camera. This enables us to test different visualisation methods without worrying about tracking and registration accuracy.

**Performance and Limitations:** As a Python rather than a C++ library we are interested in the overall performance of the finished applications. We have observed that tasks such as instrument tracking and registration can be easily performed at the required frame rates (≈ 30fps). One limitation we have observed is with rendering. With semi opaque anatomy the performance of the underlying VTK libraries implemented in Python is significantly degraded in comparison previous work using C++ [7]. To compensate for this we have to reduce the number of vertices in our anatomical models. For overlay accuracy down to 1mm this is not problematic, and indeed may be beneficial in terms of simplifying the display for the surgeon. Work is ongoing to determine the impact and cause of the reduced rendering performance.

**DISCUSSION**

The SciKit-Surgery libraries provide an open source set of tools to support researchers in basic research through to translational clinical projects. By publicly hosting the libraries on GitHub and engaging with the research community, we aim to encourage direct contribution from users, so that the libraries last beyond the funding cycle for an individual project.

By creating a set of loosely coupled libraries we have been able to focus development effort on those libraries that have gathered the most interest both internally and externally. We currently have over 40 libraries listed on the SciKit-Surgery organisation page. Given our resources it would not be possible to maintain them all, but as they are all largely independent this has not proven to be a problem.

Work is ongoing to better understand what practices lead to the most sustainable software and to better embed these practices into our development.

**ACKNOWLEDGEMENT AND COPYRIGHT**

This research was funded in whole, or in part, by the Wellcome Trust [203145/Z/16/Z]. For the purpose of Open Access, the author has applied a CC BY public copyright licence to any Author Accepted Manuscript version arising from this submission.

**REFERENCES**


Flexible Magnetic Soft Stent for Mobile Flow Diversion

Tianlu Wang and Metin Sitti

Physical Intelligence Department, Max Planck Institute for Intelligent Systems
{tianluwang, sitti}@is.mpg.de

INTRODUCTION

With the advantages in dimensions and exceptional locomotion capabilities, small-scale mobile robots have offered new opportunities for medical interventions in hard-to-reach regions, including the distal arteries in the circulatory systems. In this field, the wireless soft robots fabricated with compliant materials further provide unique adaptation capabilities and, thus, many exciting potential applications [1]. Although various locomotion abilities have been demonstrated and studied from the aspects of robot design, control strategies, and soft-bodied interactions [2], rare effective functions other than drug delivery have been properly incorporated into these robots for potential in-vivo utilities. Our group has recently developed a medical robotic system with a stent-shaped magnetic soft device (Stentbot) and the associated spatial magnetic actuation setup, which realized the on-demand local drug delivery and the flow diversion using a millimeter wireless robot design [3]. Its flexible locomotion capabilities have indicated its benefits of working as a mobile flow diverter if clinical migrations or misplacements happen when treating brain aneurysms using stent-like structures. However, this single-material development traded off the performance in locomotion abilities and the efficacy of flow diversion. For example, pure mesh-like structures ensure full body adaptation for the retrievable locomotion among the lumens with varying diameters, but the effectiveness of flow diversion is reduced since flow could go through the meshes freely. On the other hand, a full surface-sealed, hollow tube structure where all the gaps among meshes are filled could have a perfect flow diversion effect. However, the radial stiffness of the structure is notably increased, such that the shape adaptation capability is reduced. Therefore, there is a missing solution for the effective flow diverter with proper adaptation for the future treatments of brain aneurysms and other diseases, such as arteriovenous malformation.

MATERIALS AND METHODS

To address the challenge of simultaneously achieving effective adaptive locomotion and flow diversion, we proposed the concept of multi-material construction (Fig. 1). The device includes the magnetic composite part outside, which could be actively steered wirelessly for locomotion in the lumen, and the passive elastic part for flow diversion. A rotational and translational permanent magnet, which was actuated by a 7-degrees-of-freedom (DoF) robotic arm (Panda, Franka Emika GmbH), provides the actuation. While the rotational magnetic torque changes the static friction to the kinetic one, the magnetic force pulls the robots to the desired location [3].

To accomplish the shape-adaptive locomotion in the lumen with varying diameters \( \Phi \) of around 1–1.5 mm, the overall normal force \( F_n \) from both parts applied to the complete device (Fig. 2A) should follow the relations:

\[
F_{\text{mag}} + aF_{\text{drag}} + F_{\text{fric},\perp} \cos(\varphi) \geq F_{\text{fric},\parallel} \sin(\varphi), \quad (1)
\]

\[
T_{\text{mag}} \geq (F_{\text{fric},\perp} \cos(\varphi) + F_{\text{fric},\parallel} \sin(\varphi))R_d, \quad (2)
\]

where \( F_{\text{fric},\perp} = \mu_\perp F_n, F_{\text{fric},\parallel} = \mu_\parallel F_n, \varphi \) is the helix angle, which is 8°, \( R_d \) is the robot radius after radial deformation, \( \mu_\perp \) and \( \mu_\parallel \) are the CoF perpendicular to and parallel to the helix, respectively. \( F_{\text{mag}} \) and \( T_{\text{mag}} \) are the force and torque provided by the rotational and translational permanent magnet for actuation, and \( a = 1 \) or -1 indicates the cases when the robot moves with the flow or against the flow, respectively. Given the experimental conditions, materials, and designs, the maximum allowed \( F_n \) for each location could be acquired. Second, to realize the effective flow diversion, the porosity of the mesh structure is ideally smaller than 70% [4]. The cell-shaped microstructure has been adopted for this purpose [5]. \( F_n \) could be estimated for each part,

\[
F_n = \frac{\varepsilon_r E_r D_e n t^2}{8} \tan\left(\frac{2\pi}{n}\right) \tau, \quad (3)
\]

where \( E_r \) is the Young’s modulus of the structural material, \( \varepsilon_r \) is the second moment of area of the cross-section of a single beam on the composing diamond-shaped cell, \( \ell_0 \) is the length of the single beam, \( \Delta_e \) is the change in distance of the two facing beams of the cell under deformation, \( n \) and \( t \) are the numbers of cells in the radial direction and axial direction, respectively. Polydimethylsiloxane (PDMS) and neodymium iron boron (NdFeB) magnetic microparticle composite were chosen for the active part, and parylene C was chosen for the passive part, given its feasibility of miniaturization and versatility in fabrication.

This work was funded by the Max Planck Society, European Research Council (ERC) Advanced Grant SoMMoR project with grant no: 834531, and ERC Proof of Concept Grant Stentbot (101100727).
RESULTS
In the phantom fabricated by PDMS with the glycerol-water mixture as the blood simulant and a 5 cm-sized cubic permanent magnet for actuation, a robot with only the active part could be steered for retrievable shape-adaptive locomotion \((R_a = 0.75 \text{ mm}, \text{ length } h = 5 \text{ mm}, E_r = 6.44 \text{ MPa})\). \(F_n\) along with the deformation can be computed by Eq. 3. We first validated the model. Here, both finite element analyses (FEA, Abaqus 2019) and experiments by a mechanical tester were conducted (Instron 5942) \((\text{Fig. 2B})\). Then, using the above overall \(F_n\) as the threshold, we predicted \(F_n\) of the active and passive parts. Given the active part with \(E_r = 5.00 \text{ MPa}\), the maximum allowed \(F_n\) from the passive part could be computed \((\text{Fig. 2C})\).

![Fig. 2 Modeling of the shape adaptation in the lumen with varying diameters. (A) Cross-sectional view of the robot’s shape adaptation. Normal force \(F_n\) appears given the radial deformation. (B) Validation of the analytical model. (C) Theoretical calculation of the maximum allowed \(F_n\) from the passive part.](image)

For the first-generation prototype, we fabricated a robot with magnetic composite material as the active part and parylene C film as the passive part. The active part with an overall external dimension of \(1.5 \text{ mm} \times 3 \text{ mm}\) was fabricated using molding \([3]\). For the passive part, we used a commercial parylene C coater \((\text{SCS Labcoter}\text{®} 2 \text{ (PDS 2010), Specialty Coating Systems, USA})\) to coat a 2-µm-thick parylene C on the acrylic board. Then, we used the laser to cut a piece of parylene C sheet \((\text{ProtoLaser U3, LPKF Laser & Electronics AG})\) with a dimension of around \(5 \text{ mm} \times 1.5 \text{ mm} \times 3 \text{ mm}\), which was rolled and integrated into the active part. The robot could feasibly divert the blood simulant from flowing into a branch (flow speed: 10 cm/s), as shown in \(\text{Fig. 3}\).

![Fig. 3 Test of flow diversion. The device comprises the active magnetic composite part (outside: PDMS + NdFeB) and the passive part (inside: parylene C). The flow speed was set to 10 cm/s. Scale bar: 3 mm.](image)

Based on the modeling for arteries, the threshold \(F_n\) and frictional force, when the robot enters the lumen with \(\Phi_l = 1 \text{ mm}\), were estimated to be around 0.04 N and 0.003 N, respectively, in porcine arteries \(\text{ex vivo}\). \(F_n\) here induces a compressive stress of around 5.0 kPa, smaller than the quantified threshold that ruptures the endothelial cell at around 12.4 kPa \([6, 7]\). Thus, this design can potentially enable safer interaction with endothelial cells.

DISCUSSION
While the multi-material constructions of Stentbot demonstrated the proof-of-concept flow diversion with the active and passive components, the design methodology and fabrication techniques need to be enhanced as the next step. First, the design should be optimized for the desired locomotion and function, from the aspects of shape adaptation and effective porosity. For example, the effects of the shape and dimension of the cell structure for the two parts can be thoroughly investigated. Particularly, exploring proper pattern designs of the passive part could accomplish high versatility. Second, the selection of materials and fabrication methods must be reconsidered. Although parylene C has indicated the feasibility of miniaturization and biocompatibility \([8]\), its 3D fabrication with encoded complex cell structures for shape adaptation needs to be investigated. Moreover, integrating soft polymers and plastic film into a single device is challenging. Alternative materials enabling the flexible fabrication of microscale mesh-like structures will be beneficial. More importantly, these materials must be both biocompatible and hemocompatible.
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A novel stereoscopic thermal endoscope for tissue damage prevention
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INTRODUCTION

Multi-spectral imaging systems, namely thermal and visible spectrum imaging systems, are recently being employed successfully in multiple civilian applications, such as civil engineering, precision agriculture, and cultural heritage preservation [1], due to the more general availability of high-performing, compact sensors. The same success can not yet be appreciated in medical or surgical applications, with most examples of thermography in medicine being applied on the epidermis [2] or specialized applications with limited measurements [3]. Nevertheless, direct thermal tissue measurements could prove invaluable in laparoscopy and laparo-assisted robotic surgery, where bipolar electrocoagulation or ultrasonic energy are often used to achieve haemostasis to maximise a clear view of the surgical field. The temperatures exceed 45 °C where disruption in the neurovascular bundles (NVB) functions was observed in vivo, with protein denaturation and subsequent cellular death occurring between 57 °C and 65 °C [4]. Coagulation by thermal energy can be considered responsible for the damage to the NVB that are intimately located on the lateral, posterolateral and posterior surface of the prostate during nerve-sparing robotic-assisted radical prostatectomy (RARP) [5]. This damage can decrease the chance of a full recovery of physiological functions after the procedure, namely the erection and urinary continence, which is estimated to be at 50% [6]. For this reason, cautery-free procedures have been evaluated to reduce the amount of induced thermal damage by using clips [7], but they introduce risk of unintentional neural bundle dissection. We present a novel endoscope prototype for minimal invasive surgery: it integrates full stereoscopic vision with 3D-mapped, direct thermal measurements to evaluate the heat propagation over the surface target tissue during bipolar coagulation. The precise mapping of the multi-spectral images would allow clinicians to quickly assess the risk of damage to sensitive tissues intraoperatively.

MATERIALS AND METHODS

The stereoscopic visual-thermal endoscope is endowed with a pair of high-definition cameras (1920 × 1080 px, field-of-view (FOV) 65°) aligned with a compact thermal camera (160 × 120 px, 50° FOV) within a pivotable head to point towards the target, as illustrated in Figure 1. We devised a novel calibration approach for the unique issues affecting target identification in thermal imaging, such as undesired reflections, contrast inversion issues, and time-changing, non-uniform size and shape of detectable markers due to heat diffusion. The occurrence of these effects negatively affect the identification precision of calibration targets for the camera array alignment when not properly accounted for. The novel algorithm performs two main additional steps compared to the standard visual calibration pipeline: it reconstructs the marker shape around the most representative identified points via pattern filling thanks to an intermediate homography estimation via a RANSAC-like optimization algorithm. This increases both the number of valid calibration patterns and the estimation precision of the centroids used in the camera parameters estimation. Figure 3 presents an overview of the steps of the algorithm and the result of a calibration on a 6 × 4 target board with circular markers 3 mm in diameter. The prototype is currently 20 mm in diameter; the miniaturization target for the final version is 15 mm, a limit currently imposed by the current thermal sensors technology. The design regarding the stereoscopic thermal endoscope and the calibration algorithm are covered by patents [8], [9].

RESULTS

The application of thermal imaging to endoscopy has been explored in a CO₂-rich environment over organic tissues with a thermal-only endoscope prototype [10], [11]. The study presented the disassociation between how the surgeon perceives thermal tissue damage, which currently solely relies on changing in visual appearance versus the actual measured surface temperatures that indicate the occurrence of cellular damage. As such, the main result of the proposed prototype camera array regards the quality of the visible-thermal calibration, which allows to pinpoint the temperature measurements.
within the anatomical environment. This quality can be expressed with an estimated re-projection error of 0.24 px value between the visible stereo cameras and the thermal sensor. This translates in an average mismatch between the identified 3D point on the target and the correct thermal measurement of ≈ 0.5 mm@100 mm, given the relative camera array resolutions and FOVs. Figure 2 shows the result of a visible-thermal registration in the virtual space as a color blending: it demonstrates how the high-precision mapping between the visible camera scene and the temperature measurements leads to a precise identification of higher temperature spots in the simulated tissues due to the presence of the heated tool.

**DISCUSSION**

The combined stereo-thermal endoscope proposed in this work combines the traditional three-dimensional view usually available in robotic minimally access surgery (R-MAS) with a superimposed temperature map to provide precise and critical measurements to the surgeon when needed and where needed. The novel capability provided by this endoscope could help improving the outcome of all the procedures involving electrocoagulation instruments (e.g., RARP) as the surgeon would be able to better estimate how much the energy discharged by the electrocoagulation instrument spreads in the tissues, thus act accordingly to prevent excessive damage before physical alterations at cellular level occur. Furthermore, the system could provide tissue health estimation during renal enucleoresection and monitoring of vascularisation, which are currently performed by specialised vision systems via contrast agents, but that can be achieved by exploiting the temperature difference between organs and superficial vessels as measured by the thermal sensor. The image processing is being improved to include a thermal diffusion analysis to preemptively alert the surgeon before the energy discharge reaches any critical region.
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INTRODUCTION
Anterior and posterior cruciate ligament (ACL and PCL) reconstructions are common knee arthroscopic surgeries. ACL and PCL reconstruction have small incision sites, thus enabling fast recovery of the patient. However, an arthroscope provides a limited view due to the small size of the camera lens, and a small incision restricts the motion of surgical instruments. As a result, finding the exact bone drilling position that was preoperatively determined to connect a new ligament between the femur and tibia is challenging during surgery. A previous study verified that the complication ratio of ACL and PCL reconstruction is 9.0 % and 20.1 %, respectively, which are particularly high compared to other knee arthroscopic surgeries [1].

Augmented reality (AR)-based surgical guidance can assist in difficult ACL and PCL reconstruction. Hu et al. [2] proposed AR-based non-invasive drilling guidance for the femur in open knee surgery. To implement the non-invasive system, they performed the registration between the depth data of the femur obtained from RGBD sensors and the pre-scanned femur model. However, this method is suitable for open knee surgery and is not for arthroscopic surgeries such as ACL and PCL reconstruction. Recently, Chen et al. [3] introduced non-invasive AR for knee arthroscopy. However, to reflect knee movements occurring during surgery in AR, it is necessary to manually select four anatomical landmarks in the arthroscopic view. Manual selection is inconvenient and may be inconsistent, interfering with surgical procedures.

In this study, we propose a non-invasive AR-based surgical guidance for ACL and PCL reconstruction with compensation of the intraoperative knee movement. Unlike preoperative CT and MR, which are taken under the extension state, the knee is under the flexion state during surgery, which requires compensation for the knee movement. The proposed method estimates knee movement without direct bone exposure or manual intervention by exploring the correlation between the knee surface and the internal bones (femur and tibia) based on a finite element method. The proposed method can enhance the AR for knee arthroscopic procedures, leading to more accurate bone drilling for ACL or PCL reconstruction.

MATERIALS AND METHODS
A. Correlation model between knee surface and bone

Fig. 1 shows the entire process of the proposed method. First, we defined individual finite element models for the knee surface, femur, and tibia (Fig. 2). For the femur and tibia, a tetrahedral co-rotational finite element was used to simulate a large displacement with accurately representing the shape of the bone. On the other hand, for the knee surface, the hexahedral finite element was used for its rounded shape and computational efficiency by adjusting the number of elements. In our study, we assumed that both knee surface and internal bones have isotropic elastic behavior. According to the previous study, Young's modulus of bones was set to 1000 MPa [4]. For the knee surface, Young's modulus was set empirically because it was a mixture of diverse soft tissues.

We introduced a mapping between finite element models [5] to make motions of internal bones according to the shape deformation of the knee surface. In each simulation loop, the hexahedron elements of the knee surface propagate displacement to corresponding internal tetrahedron nodes of bones. The forces generated due to the displacement of the tetrahedron node are inversely propagated to the hexahedron elements. A collision controlled between the femur and tibia was implemented to prevent overlapping the two models.
B. Registration and AR visualization

The proposed method repeats the processes as shown in Fig. 1 for each simulation loop to deform the correlation model and visualize AR in real time. First, the three-dimensional depth information of the knee surface is segmented from the entire data of the RGBD sensor using color and distance information. Next, the iterative closest points algorithm is used for the registration between the depth data of the knee surface and the correlation model. Based on the registration result, the magnitude and direction of the constraint forces (F1 to F5 in Fig. 1), which are required for the correlation model deformation, are updated. To apply consistent criteria for all patients’ knee data, the direction of each constraint force is determined using the principal component analysis for the three-dimensional points constituting the femur. The point of application of the constraint forces is set to both ends of the femur. In the following simulation loop, if the registration accuracy between the depth data and the correlation model is improved, the magnitude of constraint forces is decreased, maintaining its direction. If the registration accuracy is reduced, the magnitude of constraint forces is increased, and the direction is reversed. F1 and F2, which are constraint forces applying in the same direction along the knee flexion, take effect in entire simulation loops. The other constraint forces (F3, F4, and F5) are applied alternately for every 30 simulation loops.

RESULTS

Extension and flexion state knee CT were photographed for the experiment. Extension state CT was used to implement a correlation model between knee surface and internal bones. Flexion state CT was used to make knee phantom to evaluate the proposed method. The C++ programming language and SOFA framework [6] was used to simulate the deformation of the correlation model. The real surgical environment was simulated to determine the relative locations of the RGBD sensor and the knee phantom. Fig. 3 shows the deformation of the correlation model and visualized AR over time. During knee deformation, the AR was updated to 10 frames per second (fps); after the deformation was completed, it was updated to 15 fps. The time consumed to complete the deformation was about 50 seconds. The shape of internal bones was not changed due to the high Young's modulus. The shape of the soft tissues around the bone is also not significantly deformed. Instead, the knee model was flexed with significant deformation of the joint between the femur and tibia. The target registration error of the internal bones measured between flexion state knee CT and the simulated correlation model was 7 mm, which is in an acceptable range for bone tunneling.

DISCUSSION

The proposed AR-based surgical guidance utilized the shape information of the knee surface to estimate the location of internal bones. The method is less invasive and easier to introduce than existing surgical guidance using invasive patient-attached markers. In addition, the proposed method does not require direct bone exposure or manual intervention for registration. The proposed system showed the effectiveness of AR overlay for internal bones. The evaluation of the bone drilling by using the proposed AR guidance remains as future work.
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INTRODUCTION

Radio frequency catheter ablation (RFCA) of cardiac arhythmia is commonly performed by navigating the catheter manually. Nevertheless, remote navigation techniques where catheter steering is performed using either a magnetic field or robotically are available. Clinical experience with these techniques demonstrated that higher contact forces can be achieved with robotic compared to magnetic field navigation [1]. This translates into more effective ablation lesions, but if excessive contact force is applied it may lead to higher risk of cardiac perforation [2]. However, the robotic navigation system is no longer commercially available and advancements have been stalled. To ensure high effectiveness and low complication risk in next-gen robotic navigation systems, tissue heat distribution should be taken into account. Computational models for heat distribution simulation predict lesion formation effectively [3]. However, their clinical application is limited since they have been developed for single-site ablation and numerical accuracy depends on the quality of mesh discretization. In this work, we propose a novel meshless model to simulate tissue heat distribution during robotic navigation assisted ablation. The model accounts for non-zero initial conditions and time dependent boundary conditions to simulate multisite ablation. The meshless Fragile Points Method (FPM) is employed for the numerical solution of the model to ensure its suitability for clinical application, since FPM does not require the definition of a mesh [4], [5].

MATERIALS AND METHODS

In FPM, a domain of interest (\(\Omega\)) is represented by a set of randomly distributed points which are enclosed in non-overlapping subdomains that partition \(\Omega\). Local discontinuous polynomials are used as trial functions. For a subdomain \(E_0\) enclosing the point \(P_0\), the trial function \(u_h\) is given by:

\[
u_h(x) = u_0 + (x - x_0) \cdot \nabla u \bigg|_{P_0} , \quad x \in E_0\]

where \(u_0\) is the value of \(u_h\) at \(P_0\) and \(x_0\) the coordinates vector of \(P_0\). \(\nabla u \bigg|_{P_0}\) is estimated in terms of \(u_h\) values at neighbor points of \(P_0\) using Generalized Finite Differences [6]. Tissue heat distribution is then modelled by solving the bioheat Pennes equation:

\[ho c(T) \frac{\partial T}{\partial t} - \nabla \cdot (k(T) \nabla T) = q \text{ in } \Omega \tag{2}\]

where \(\rho\) is density, \(c(T)\) specific heat, \(t\) time, \(k(T)\) thermal conductivity, \(T\) temperature. The heat source \(q = \sigma(T) \nabla \Phi\) is produced by the RF current and is obtained by solving the electrical potential equation:

\[
\nabla \cdot (\sigma(T) \nabla \Phi) = 0 \text{ in } \Omega \tag{3}
\]

where \(\sigma(T)\) is electrical conductivity and \(\Phi\) electrical potential. Multi-site ablation is modelled using the temperature field from previously ablated sites as initial condition in Equation (2). Time-dependent Dirichlet conditions are employed in Equation (3) to account for the time interval between the start and end of the different ablations. Given the ablation starting time \(t_s\) at a given site, the time-dependent Dirichlet conditions are expressed as:

\[
\Phi = \Phi_D u(t-t_s) \text{ in } \Gamma_D \tag{4}
\]

where \(\Gamma_D\) is the Dirichlet boundary and \(u(t-t_s)\) the step function:

\[
u(t-t_s) = \begin{cases} 
1 & \text{if } t \geq t_s \\
0 & \text{if } t < t_s 
\end{cases} \tag{5}
\]

An ablation protocol with two ablation sites s1, s2 of a 3D porcine ventricular tissue block with dimensions 40 x 40 x 20 mm was considered. Density \(\rho = 1076\) kgm\(^{-3}\), initial specific heat \(c_0 = 3017\) Jkg\(^{-1}\)K, initial thermal conductivity \(k_0 = 0.518\) Wm\(^{-1}\)K, and initial electrical conductivity \(\sigma_0 = 0.54\) Sm\(^{-1}\) were used. Ablation sites were located at the top tissue surface at s1 = (0, −1, 20) mm and s2 = (0, 1, 20) mm. Ablation time was \(t_a = 30\) s. Temperature \(T = 37^\circ\text{C}\) was imposed as boundary condition. The surface of the catheter was held at \(T = 22^\circ\text{C}\). Electrical potential at the bottom tissue surface was set \(\Phi = 0\) V and \(\Phi = 20\) V at the surface of the catheter. Simulations were performed with catheter indentation at perpendicular position and rotated around the x-axis by a 30° angle. To distinguish between the
In this study, a novel meshless FPM computational model was proposed to simulate multi-site ablation for next-gen robotic navigation systems. Multi-site ablation simulation was performed using the temperature distribution from previous ablations as initial condition. Lesion characteristics were evaluated for single-site and multi-site simulations. It was found that lesion characteristics were underestimated in single-site simulation. As shown in Figures 1 and 2, multi-init simulations predicted larger lesion compared to single-site simulations. While max temperature difference was in the range 5.7% - 6.1%, the lesion width was larger in multi-init heat maps by a range of 14.5% - 17.6%. and depth was larger in the range of 22.0% - 24.4%. Therefore, multi-site ablation simulation may assist in the formation of transmural lesions at lower tissue temperatures. The capacity of the presented computational model for meshless simulation of multi-site ablation has the potential to improve next-gen robotic navigation systems. Predicting heat maps while taking into account the heat accumulation from previous ablations could guide the robotic navigation system to deliver heat homogeneously to the area under treatment. Furthermore, since transmural lesions may be obtained for lower temperatures, the cardiac perforation risk due to excessive contact force could be reduced. Finally, since the proposed computational model is meshless it does not require a preprocessing step making its application in clinical robotic navigation systems straightforward.
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**Fig. 1** $T \geq 50^\circ C$ isolines for single and multi-site ablation for perpendicular catheter indentation ($R_1 = 0^\circ$, $R_2 = 0^\circ$). The lesion in single ablation (white) is underestimated compared to multi-site with initial condition (yellow).

**Fig. 2** $T \geq 50^\circ C$ isolines for single and multi-site ablation for indentation with angles $R_1 = 30^\circ$, $R_2 = -30^\circ$. Lesion underestimation in single-site ablation is observed.
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INTRODUCTION

Obstetric ultrasound (US) is widely used in prenatal diagnosis to monitor the development and growth of the embryo or fetus and to detect congenital anomalies. The benefits offered by US in terms of timely diagnosis are extensive, but the quality of the examination is closely linked to the experience of the clinician [1]. Although proper training and assessment of acquired skills are considered of paramount importance in order to ensure a quality exam, there is no European standard establishing a training path with an objective assessment of operator’s capabilities. In fact, the experience is often evaluated merely on the basis of the number of clinical tests performed. However, an operator with daily US examination experience may not perform as well as a true expert due to inadequate training [2].

Many studies have been conducted to assess hand gesture with the aim of establishing metrics to discriminate between experts and novice, which can also be used to study a specific training and objectively evaluate the acquired skills [3][4]. Inspired by these works, hand movement was also studied for fetal US on phantom [5] or in a virtual reality simulated scenario [6]. This paper presents a novel study for the objective assessment of the operator’s experience in obstetric US examinations based on hand gestures and forces applied with the US probe on the abdomen, during real obstetric US examinations. A Data Recording System was designed to collect this information during US examinations performed by clinician with 3 different levels of experience (expert, intermediate and novice) on pregnant women at the 2nd trimester. The results presented here focus on assessing a set of metrics with the potential to provide an objective discrimination of the operator’s level of experience. With respect to previous works, the novelty relies on validating the state-of-the-art discriminating metrics in a real scenario. Furthermore, this work includes as a novelty the measurement of the forces applied on the abdomen, which seems to be very relevant in the clinical practice.

This study was approved by the Regional Ethics Committee of Liguria (Italy) with the protocol number 379/2022 - DB id 12369.
The force/torque values are set to zero each time the interaction forces through the FT sensor, as shown in Fig. 1. The force/torque values are set to zero each time the system starts, which is performed keeping the probe in a fixed vertical position. Moreover, the force/torque are transformed to the contact point between the probe and the tissue, applying a transformation computed based on the system’s CAD design.

The Data Recording System runs on Ubuntu, using ROS1melodic. A Graphical User Interface (GUI) was developed to visualize the probe movement and the acquired force/torque data, which are time-stamped and recorded together with the start and end time of each experimental trial.

### Experimental Protocol

We are currently conducting a prospective descriptive interventional study at the Istituto Giannina Gaslini, Italy. The preliminary results presented here involved 8 operators (subjects) with three different levels of experience: 1) 1 advanced (> 10 years of experience); 2) 3 intermediate (5 – 10 years of experience); 3) 5 novice (< 5 years of experience, postgraduates). The number of patients examined were 7. Both the subjects and the patients provided written informed consent.

After completing the routine exam and confirming normal fetal anatomy, the subject was asked to obtain a predefined set of standard scan planes related to the monitoring of fetal anatomy, as per indication of the SIEOG (Italian Society of Obstetric-Gynecological Ultrasound). The first trial was always performed by the expert operator, followed by an intermediate or beginner operator. No more than 2 tests per patient were performed to avoid significantly prolonging the US examination. The subject performing the test was required to save an image frame each time the required scan plane was reached. The test was considered valid if no gross fetal movements occurred between the examination of the 1st and 2nd operator.

### RESULTS

A preliminary data evaluation is focused on the identification of a set of measures potentially able to discriminate the level of experience of the operator, based on literature and suggestions from expert clinicians. The measures selected were: (i) total distance traveled by the US probe; (ii) average volume of the US probe motion; (iii) total time of the trial execution; (iv) average sequence time, i.e. the average execution time to reach each sequence plane; (v) max force; (vi) average force; (vii) US probe dimensionless jerk.

A visual representation of the obtained results is shown in Fig. 2. The graph presents the seven objective metrics as a Radar Plot, which allows for an intuitive interpretation of the data. A clear difference between the data from the different operators can be seen.

### DISCUSSION

This paper presented a data acquisition system and a set of objective metrics expected to allow a robust classification of the degree of experience of operators during real prenatal US examinations. The preliminary results already highlight differences between the level of experience of operators. Future work will include more patients and subjects to allow proper statistical analysis of the results. The most significant metrics will then be used by a Machine Learning-based classifier to automatically and objectively assess operator proficiency. In addition, we plan to investigate the use of Deep Learning methods to perform this classification without explicitly defining the assessment metrics, which could lead to a real-time proficiency assessment system.
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INTRODUCTION

Precise needle insertion is a key operation in many medical procedures such as peripheral catheterization, cardiac endovascular treatments, biopsy and treatment of tumours in soft tissues such as breast, prostate and abdomen [1]. Among them, Central Venous Access (CVA) is a routine procedure typically performed by experienced clinicians under ultrasound or x-ray guidance in a surgical room environment. CVA is most commonly conducted in three deep vein locations: the internal jugular vein, the subclavian vein, and the femoral vein.

During CVA, clinician should insert the needle while maintaining proper visualization of the target vessel (i.e. ultrasound-guided access). However, performing the detection and continuous visualization of the target vessel and simultaneously precisely controlling the needle insertion is not trivial. At the same time, complication rates during CVA range up to 15% (mechanical in 5-19% of patients; infectious in 5-26%; thrombotic in 2-26%) [2].

In this paper, we propose a dual robot system for autonomous needle insertion into deep vessels by enabling real-time visualization of the vein and adaptive trajectory planning to provide safe and quick interactions.

ROBOTIC NEEDLE INSERTION

The proposed dual robot system for autonomous needle insertion is composed by two Franka robots (Franka Emika GmbH, Germany): one to hold the ultrasound probe and one for the needle insertion robotic mechanism. For each robot a custom support was designed and manufactured as shown in Fig.1a-b. The needle insertion mechanism, called Cathbot, and its working protocol is based on the work presented in [3]. This system module exploits a venous entry detection system based on electrical impedance sensing (EBI) and the fact that different types of tissues present different electrical impedance values. A bipolar needle was used in this system and was electrically connected to the Cathbot control box. The ultrasound scanning and imaging was performed with a high-frequency ultrasound machine by GE Healthcare’s Venue Go™ (USA) and a linear array ultrasound transducer (probe model: 12L-RS) with 5-13 MHz bandwidth. The work pipeline for the robotic needle insertion can be divided in sub-modules, as described below.

A. Autonomous Target Detection. The region of interest for CVA is defined by the user (e.g. leg, neck, etc.) and the target surface is detected by the robot using 3D vision and a color detection algorithm. For this purpose a D435i RealSense RGBD camera (Intel, USA) is mounted on the robot’s end-effector as shown in Fig.1a. An OpenCV filtering in python is used to calculate the center of the phantom surface in the coordinate system of the camera. Then the depth map is aligned and the target’s depth is projected to the camera space. An eye-in-hand calibration process is adopted in order to transfer the target’s coordinates to the robot’s coordinate system (marked as $T_{calib}$ in Fig.2) using the Moveit-calibration package [4] in ROS Noetic. Finally, the target is successfully transferred to the robot’s coordinate system and the ultrasound end effector is moved to the target position.

B. Ultrasound scanning and autonomous vessel segmentation. The robot tries to identify the optimal venous access location by autonomously scanning the target area. A robotic force control guarantees a good and consistent contact between the US transducer and the skin. In each position the US probe is tilted and slides on the skin while the US images are processed. To perform real time detection of deep vessels, a segmentation algorithm based on the well-known Mask Regional Convolutional Neural Network (Mask R-CNN) implementation [5] was used. The Mask R-CNN architecture includes a CNN backbone, a region proposal network, and a ROI Align layer. The training process was performed on a total of 1066 images (manually annotated) derived from a publicly available dataset [6], which were acquired using two different ultrasound devices (Ultrasonix and Toshiba). When the target vessel is detected, the US probe is oriented to center the vessels and acquire its image in the transverse plane.
C. Co-registration of the robotic arms. To control the two robots, namely Ultrasound Robot \( \{R_u\} \) and Needle Robot \( \{R_n\} \), in a common coordinate system, the rigid transformation \( T_{K_u,Kn} \) between the two robotic bases can be computed as: \( T_{K_u,Kn} = T_{BeK_n} \cdot T_{BeUs} \cdot T_{EK_n} \), where \( T_{BeK_n} \) and \( T_{BeUs} \) denote the transformation between the base and the robot’s end-effector for the needle and the ultrasound robot respectively, while \( T_{EK_n} \) and \( T_{EKus} \) stands for the relevant transformations between the robots’ end-effectors and the end of the printed supports. For better understanding, Fig. 2c shows the named individual transformations graphically. To compute the transformation matrices \( T_{BE} \), we follow the calibration procedure described in [7]. This co-registration of the robotic arms is used to compute the desired orientation and insertion depth to puncture the vessel in the defined target location. This information is sent to the Needle Robot to execute the needle insertion action [8].

D. EBI-guided needle insertion. The needle manipulation robot orients and moves the needle towards the target position while acquiring EBI measurements at the needle tip and obtaining updated target information from the vessel tracking module. Fine tuning of the insertion depth using an autonomous controller is performed to keep the needle aiming at the center of the vessel. A GUI is used to fine tune the controller parameters and provide functionalities to the user. The insertion stops once the blood is detected, completing the operation.

Fig. 2: Graphical sketch of the calibration process and depiction of the individual computed transformations.

### SYSTEM INTEGRATION RESULTS

The assessment of the ultrasound vessel segmentation module was performed on 600 test images randomly selected from the dataset. Similarly to the training dataset, all test data images were coupled with labeling information containing ground truth information. The performance was assessed with the Intersection over Union between the segmented masks and the manually designed ground truth ones. The derived results are summarized in Table I where values for the accuracy, precision, recall and F-score metrics are given for three different IoU thresholds (0.2, 0.5 and 0.8). According to these results, the accuracy level of our Mask RCNN model ranges from 0.91 to 0.96, demonstrating a high overall performance.

The described experimental procedure is repeated 12 times, from 12 different starting points to 12 different scanning positions on top of the phantom (see Fig. 3). The mean 3D RMS error of the total 60 trials was measured as the difference between the insertion point on the skin (defined as a projection of the needle insertion trajectory computed based on information from the Ultrasound Robot) and the actual insertion point reached by the needle tip. This resulted in a positioning RMS error of 1.71mm (std 0.52mm), which can be considered as the accuracy of the system. In terms of the orientation during insertion, the mean rotation error measured was 4 deg, while the mean insertion angle was 42 deg with respect to the reference plane of the ultrasound transducer.

Fig. 3: Indicative snapshot from the performed experiments.

### CONCLUSIONS

The developed dual robotic system successfully demonstrated autonomous central venous access on a realistic phantom model. This shows that real-time data from the hybrid sensing system based on ultrasound, bioimpedance, force and 3D vision could be effectively used by the intelligent control algorithms to enable accurate autonomous execution of this challenging medical procedure.
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INTRODUCTION
Orthopaedic surgery focuses on the musculoskeletal system and often involves drilling through bone for fracture fixation, bone fusion, or tendon repair. Currently, straight rigid bone drills are utilized to create a tunnel through bone. Although these rigid bone drills are relatively easy to use, it would be advantageous to have a bone drill that can deflect to reach challenging areas, minimise damage to surrounding tissue or create better paths for the fixation of bone anchors or tendons. For instance, in spinal fusion surgery, the use of curved paths combined with novel bone anchors could potentially improve the fixation strength of the bone anchors compared to the currently used pedicle screws.

Currently, there are no commercial bone drills available that allow the surgeon to adjust the drilling trajectory during the intervention [1]. The design of steerable bone drills is challenging as the required flexibility to create a curved hole compromises the needed buckling resistance to advance the drill through hard material such as bone.

The flexible catheter designed by Sakes et al. was able to successfully transfer an impulse that could be used to hammer through calcification in blood vessels [2]. The catheter comprises a flexible fluid-filled tube that is used to transfer the impulse to the distal tip of the catheter to hammer through the occlusion. Although bone has different characteristics and the diameter of a drilled tunnel for pedicle screws (4 mm) is considerably different from the diameter of a catheter, the use of a hydraulic pressure wave could be beneficial, as the use of an impulse increases the buckling resistance while allowing the required bending for the drilling of curved tunnels. Furthermore, there are indications that the use of an impulse lowers the required penetration load due to the damping of the surrounding tissue which acts as a reaction force.

The goal of this study was, therefore, to investigate the use of a hydraulic pressure wave to hammer through bone in a flexible bone drill.

MATERIALS AND METHODS
In this study, two experiments were conducted to investigate: (1) the effect of hammer tip shape on the penetration rate and (2) the efficiency of impulse transmission through the fluid-filled tube both in a straight and curved configuration.

In Experiment 1, different hammer tip shapes all with a diameter of 4 mm were validated (Fig. 1a). The test facility (Fig. 1b) consisted of a hammer unit that was able to create an impulse via a spring-loaded mechanism. The impulse was transferred through the hammer tips to the cancellous bone phantom (polyurethane foam). Besides the hammer tip shape, the compression distance of the spring (Ø22.0 mm, k=1.99 N mm⁻¹) was varied to differ the generated impulse. The hammer tip was hammered five times into the bone phantom material. If there was no penetration visible the tip was hammered five more times. Based on the number of strokes and the measured penetration depth, the penetration rate [mm/stroke] could be determined.

For Experiment 2, a bone drill comprising a handle and a flexible fluid-filled tube (Advanced Fluid Solutions, UK, Ø4 mm L=40 mm) with a hammer tip (Fig. 2a) was designed and manufactured. The spring (Ø22.0 mm, k=1.99 N mm⁻¹), located within the handle, is used to create an impulse that propagates through the flexible fluid-filled tube such that it encounters the hammer tip that is pushed into the bone (Fig. 2b). The prototype was manufactured using 3D printed parts (Envision TEC R5) and of the shelf springs, nuts and bolts. The distal end of the handle and the hammer tip were milled from stainless steel to minimise leakage of the fluid-filled tube. The hammer tip had an internal spring (Ø2.5 mm k=1.4 N mm⁻¹) such that the tip would return to the initial position after a stroke to allow for continuous hammering.
The impulse generated by the hammer tip was determined through the load cell (PST, 150 kg). The Experiment was conducted with the fluid-filled tube in a straight configuration and with the tube in a 45° and a 90° curve. Fig. 2c presents the experimental facility with the tube in a 45° curve.

RESULTS

Fig. 3 shows the results of Experiment 1. It can be observed that an increase in compression of the spring increases the penetration rate, as could be expected. Furthermore, the tip shape has a limited effect on the penetration rate, it must however be noted that using a blunt tip (Tip 3, 5, 6, and 7) resulted in a densely packed bone at the tip. Fig. 4 shows the results of Experiment 2. The impulse transferred from the tip of the drill decreases when there is a curve in the fluid-filled tube. Furthermore, the measured output impulse was substantially lower than the output impulse of 0.09 Ns that was achieved during Experiment 1.

DISCUSSION

In this study, the first steps are taken in the direction of a steerable bone drill that uses an impulse to advance through bone. The tip shape has a limited effect on the penetration rate but the accumulation of densely packed bone at the blunt tips could hamper drilling over a longer time. The presented drill design successfully transfers an impulse in a straight and curved orientation, but a curvature of the shaft does lower the efficiency of the impulse transfer. Furthermore, the efficiency of the impulse transfer is low which can partially be explained by the force required to compress the spring in the hammer tip, as part of the impulse is used to compress the spring and is thus not transferred to the cancellous bone. For future research, the hammer tip could be redesigned such that the spring is not required to bring the hammer tip to the initial position. Furthermore, the flexible section could be made steerable by adding steering cables. This would allow the surgeon to steer the drill and thus define the most optimal drilling direction.

The presented design for a flexible bone drill uses a hydraulic pressure wave to hammer through bone and shows promising results and is a first step in the direction of a steerable bone drill.
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INTRODUCTION

Microsurgery, wherein surgeons operate on extremely small structures frequently visualized under a microscope, is a particularly impactful yet challenging form of surgery. Robot assisted microsurgery has the potential to improve surgical dexterity and enable precise operation on such small scales in ways not previously possible \cite{1}, \cite{2}. Clinical applications of microsurgery include intraocular surgery, fetal surgery, otology, laryngeal surgery, neurosurgery, and urology.

Intraocular microsurgery is a particularly challenging domain \cite{3}, \cite{4}. Challenges arise, in part, due to the lack of dexterity that is achievable with rigid instruments inserted through the eye. The insertion point introduces a remote center of motion (RCM) constraint that prevents control over a tool-tip's full pose (position and orientation) for conventional, straight instruments. Continuum robots based on concentric tubes \cite{5}, magnetic actuation \cite{6}, and tendon-actuated stacked disks \cite{7}, \cite{8} have been proposed for intraocular microsurgery in order to overcome this constraint, but are frequently limited in their local curvatures—an important consideration in constrained spaces.

Inspired by these works, we present a new design for a millimeter-scale, dexterous wrist intended for microsurgery applications. The wrist is based on recent advances in tendon-driven continuum robot designs \cite{9} and created via a state-of-the-art two-photon-polymerization (2PP) microfabrication technique. Building on this concept, we miniaturise the design and integrate a flexible gripper, bringing the total length to 5.47 mm. The wrist has three tendons routed down its length, spaced approximately evenly around the robot's circumference which, when actuated by small-scale linear actuators, enable bending in any plane. The gripper, designed to close upon loading due to the curvature at its simply supported ends, is actuated by a fourth tendon routed down the center of the robot. We evaluate the wrist and gripper by characterizing its bend-angle. We achieve >90 degrees bending in both axes. We demonstrate out of plane bending as well as the robot's ability to grip while actuated.

Our integrated gripper/tendon-driven continuum robot design and meso-scale assembly techniques have the potential to enable small-scale wrists with more dexterity than has been previously demonstrated. Such a wrist could improve surgeon capabilities during teleoperation with the potential to improve patient outcomes in a variety of surgical applications, including intraocular surgery.

MATERIALS AND METHODS

The backbone comprises repeat hollow rhombohedral unit cells (see Fig. 1), as in Childs et. al. \cite{9}. Flexural bending...
about each axis results from elastic deformations of the unit cells, which can be individually modeled as a parallel set of conjoined thin plates. The unit cells are torsionally stiff because of the relatively small thickness of the thin plate sections relative to their width and length.

As a proof-of-concept, we designed a simple gripper which can be controlled by pulling a centrally-routed tendon (Fig. 1b). The tendon symmetrically bends the simply supported ends of the center plate, bringing the gripper jaws closer until they make contact.

The backbone and integrated gripper are fabricated using a 2PP printing process (Nanoscribe 3D Photonic Pro GT), enabling direct printing of three-dimensional structures with sub-micrometer resolution, using the semi-rigid IP-Q photoresin ($E \approx 5$ GPa, $\nu \approx 0.35$).

Tendons ($25 \mu m$ diameter tungsten) are manually threaded through the backbone channels. Two-part silver epoxy adhesive (MG Chemicals 8331D) is used for capping the tendons. Tendons are attached to linear actuators with 20 mm stroke and 18 N rated force (Actuonix PQ12-R). Minimum repeatable step size of the actuators was assessed experimentally to be approximately 100$\mu$m.

**RESULTS**

We first qualitatively demonstrate out-of-plane bending for the robot. We actuate each of the three bending tendons in a coordinated fashion, causing the robot to bend in a 3D circular arc (see Fig. 2).

In Fig. 1b we show the gripper grasping a small piece of tissue paper, having externally actuated the gripper tendon and a bending tendon on the robot.

We next quantitatively characterize the robot’s ability to bend in each of its orthogonal axes as a function of tendon displacement. In this experiment, we printed the backbone structure (without the gripper) with four bending tendons, located on the robot such that there were two tendons, antagonistically placed in both of the robot’s primary axes. We placed the robot in front of a grid printed with 1 mm x 1 mm cells to optically measure bend angle through a stereo microscope.

For each of the two axes we actuated one of the bending tendons, measuring tendon displacement (via actuator encoders) and bend angle. We actuated the robot until the bend angle was 90 degrees or more. Note that this was an artificially imposed limit and the robot could be actuated further. Then we released the tension on the tendon, measuring forward displacement of the actuator until we had returned to the initial displacement length.

Next we actuated the appropriate antagonistic tendon to bend the robot in the opposite direction in plane repeating the measurements as described above. In Fig. 3 we show overlaid images of the robot bending in both directions for both axes, and include a hysteresis curve for each axis quantifying bend angle to displacement. We achieve >90 degree bending in all four directions.

**DISCUSSION**

Our 2PP fabricated design demonstrates large bend angles (>90 degrees) in a small form factor (3.75 mm length). We demonstrate high curvature in the wrist with values between 2.1 and 2.3 mm radius of curvature. However, static friction in the tendon channels introduces significant hysteresis. Further, our current gripper couples slight amounts of axial compression into the jaw motion, a sub-optimal characteristic at these scales. In future work we intend to address these limitations and further reduce the scale of the device.

This work represents our first demonstration of 2PP fabricated wrists at these scales. We envision a large number of potential clinical uses for such a device. Our primary intended use case is to integrate our wrist with a teleoperated intraocular microsurgery robot.
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INTRODUCTION

Although modern features in surgical robots such as 3D vision, “wrist” instruments, tremor abolition, and motion scaling have greatly enhanced surgical dexterity, technical skill is a major challenge for surgeons and trainees. Surgeons who get constructive and real-time feedback can make more significant improvement in their performance [1]. Recent years, the research in automated surgical skill assessment has made considerable progress, however, the majority of surgical evaluation methods are post-operation analysis. Few studies introduced real-time surgical performance evaluations, for example, using Convolutional Neural Network [2], Codebook and Support Vector Machine [3], and Convolutional Neural Network - Long Short Term Memory [4]. One common limitation of these studies is data leakage during training which results in a higher estimate of model performance. Moreover, these studies cannot depict an intuitive representation of what actually differentiates expertise levels. In this study, we introduce a method to extract the unusual movements which are rarely seen in Experts and identify the types of the unusual movements. We believe detecting and correcting the unusual movements is an important aspect for surgeons to improve their skills.

MATERIALS AND METHODS

A. Dataset

The data is from our previous study [5]. 14 subjects performed 2 tasks (Ring and Rail, Suture Sponge) on a da Vinci Simulator. Each task was repeated 3 times. In this study, we focus on the motion data - linear acceleration ($A_x, A_y, A_z$) and angular velocity ($G_x, G_y, G_z$) of the left hand collected by an IMU. The IMU was mounted on the back of the left hand. Due to sensor failure and missing files, the data of 12 subjects including 3 Experts (EX, practicing robotic surgical faculty), 2 Fellows (FL, surgical fellows post residency), 3 Intermediates (IN, PGY-4 surgical residents), and 4 Novices (NO, medical students) is used in this study. For each trial, we downsample the data from 512 Hz to 30 Hz and use a sliding-window to organize the data into one-second frames. Each frame has a dimension of [30 Samples * 6 Features].

B. Extracting Unusual Movements

To extract unusual movements, we adopt a method called “Anomaly Detection” which is used for identifying data points that deviate from normal patterns. In this study, we treat the movements from EX as “normal” and identify the unusual movements which show large deviations from “normal” movements. Autoencoder is a popular tool for Anomaly Detection [6]. A simple Autoencoder which consists of Fully-connected layers and BatchNormalization layers is used (Fig. 1). Its Encoder takes input $X$ - one-second frame of motion data. Its Decoder takes the compressed data from Encoder and reconstructs the data as output $\hat{X}$.

Our Autoencoder is trained by “normal” or EX movements(Fig. 2). It is a Semi-Supervised method which uses normal, labeled data to construct a model representing normal patterns. We use the largest reconstruction error during training as threshold. During detection, reconstruction errors smaller than threshold mean “nor-
mal” inputs, whereas reconstruction errors greater than threshold mean unusual inputs (anomalies) - the data patterns that Autoencoder has never seen from EX.

C. Identifying Unusual Movements

We extract the unusual movements, but we still don’t know what the unusual movements look like. To identify the types of unusual movements, we choose the K-Means clustering algorithm - an unsupervised learning algorithm that divides the data into different clusters in which data shares similar patterns.

RESULTS

For EX (subject: S1, S2, S4), we performed Leave-One-User-Out cross-validation to verify Experts’ performance. When the Autoencoder was trained by S1 and S2, S4 showed large reconstruction errors during detection. It is consistent with our reviewers’ rating that S4 received lowest scores among EX, even lower than FL and IN. Then we only considered the movements of S1 and S2 as “normal”. After training, the other subjects’ data was sent to the Autoencoder to make anomaly (unusual movement) detection based on the reconstruction error.

For each trial, we calculated two metrics: Number of Unusual Movements, and Average Error of the Unusual Movements. NO showed significantly higher Numbers of Unusual Movements than EX, FL, and IN. NO also showed significantly higher Average Error of the Unusual Movements than EX, FL, and IN (Fig. 3 and Table. I). These significant differences indicate that NO had the worst performance in terms of Unusual Movement, thus validating our proposed method.

To identify the unusual movements, we first reviewed videos of extracted unusual movements. We selected the number of clusters $K = 3$, or the number of types of unusual movements based on observation. As preliminary results, we could see large wrist flexion in Cluster 0, large wrist deviation in Cluster 1, and large wrist extension in Cluster 2 (Fig. 4). These kinds of movements were not observed in Experts data and should be corrected.

DISCUSSION

In this study, we used a semi-supervised learning method to extract unusual movements which didn’t follow the pattern from Experts. We identified the types of these unusual movements using clustering. The extracted movements can be used to train a model for real-time detection of unusual movements. We find that the use of the wrist is a good indicator of surgical expertise level.

One limitation of this work is choosing the number of clusters $K$. For example, in Cluster 2 (large wrist extension), the direction of the hand can point forward or to the right. In addition, the examples in Fig. 4 only show static poses, however, unusual movements also happen during transitions. We will find a better solution to identify the types of unusual movements and seek for methods to help surgeons avoid these behaviors.
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INTRODUCTION

Deep learning classifiers have demonstrated their ability to provide robust accuracy for the treatment of combined signals including electroencephalography (EEG) and functional near infrared spectroscopy (fNIRS) [1], [2]. In this work, an evolutionary deep learning strategy is applied to classify different cognitive workload states that surgeons experience during laparoscopic surgery. The proposed learning strategy is applied to train an Evolutionary Multilayer Perceptron Neural Network (E-MLPNN), where multimodal raw data of EEG, fNIRS and Electrocardiogram (ECG) signals were collected and concatenated from a series of ten experiments using the back-end platform Multi-sensing AI Environment for Surgical Task & Role Optimisation (MAESTRO) as shown in Figure 1(a). Each experiment required surgical trainees to perform a simulated laparoscopic cholecystectomy (LCH), i.e. the removal of a gallbladder in a porcine model using a minimally invasive surgical technique as demonstrated in Figure 1(b). At each experiment, the level of Cognitive Workload (CWL) is assumed to increase as the mental activity increases during the surgical operation. As presented in Figure 1c, a number of tasks performed during the LCH were defined to measure the level of CWL.

MATERIALS AND METHODS

A. Data Collection and Processing

Ten surgical trainees were introduced to the laboratory and fitted with wearable sensors which were subsequently calibrated. As illustrated in Figure 2(a), a 4th order Butterworth low pass filter was applied to the signals, and Power Spectral Density was applied as the initial feature extraction of EEG signals [1]. A sampling frequency of 512Hz was used for all signals, where a sampling window of 1sec was used to create the final data set. fNIRS data were collected using the Artinis 24 × 11 system, (Brite, Artinis Medical Systems, Elst, The Netherlands, www.artinis.com), across 22 prefrontal cortex locations, while EEG signals were collected from a TMSi Mobita 32 channel system (TMSi, Mobita, EEG system, The Netherlands). A Shimmer wearable sensor was used to collect ECG data.

B. Proposed Evolutionary Deep Learning Strategy

As described in Figure 2(a), an iterative Evolutionary Deep Learning strategy based on a continuous genetic algorithm (GA) was applied to train a multilayer Perceptron neural network, termed E-MLPNN [3]. At each training iteration τ, the parameters of the proposed E-MLPNN were updated in a 2 step fashion. Firstly, an unsupervised feature representation of the raw data was achieved and secondly, a supervised feature classification was subsequently performed. As detailed in Figure 2(b) [3], the output of each hidden layer in the E-MLPNN is represented as $H_i = g(H_{i-1} \cdot \beta_i)$. Where $H_i = [h_1, \ldots, h_K]$ is the output of the $i^{th}$ layer, $g(\cdot)$ is the activation function of each hidden unit and $\beta_i$ is the output weight in the classification layer such as $i = 1, \ldots, K$. The objective function for GA is [4]:

$$f_1 = \left( \sum_{p=1}^{P} (\hat{y}_p - \hat{I}_p)^2 \right)^{1/2} \quad (1)$$

for a number of $P$ training data points $(\hat{y}_p, \hat{I}_p)$, where $\hat{y}_p$ and $\hat{I}_p$ is the current and desired output respectively. The term $\beta_{i-1}$ is computed by [3]:

$$\beta_{i-1} = H_{i-1} \left( \frac{1}{\lambda} + H_{i-1}^T H_{i-1} \right)^{-1} T \quad (2)$$
Data Filtering

Predicted CWL and it is optimised by a GA as shown in Figure 2(b). The chromosome for the $l$th individual is the desired task. $T = [t_1, \ldots, t_r]^T$ is the desired task.

RESULTS

To cross-validate the proposed E-MLPNN, five experiments were performed. A final data set of $32769 \times 24364$ records was divided into two subsets, i.e. 70% for training and 30% for testing. Five other methods were also implemented to provide comparison to the proposed E-MLPNN method which included Random Forest + Support Vector Machine (RF + SVM) [3], RF + Principal Component Analysis (PCA), 1D-CNN [3], LSTM [2], and Multilayer Perceptron NN trained by using Extreme Learning Machine (MMLPNN) [3].

The experimental setup for the proposed E-MLPNN involves a mutation rate of 15%, a number of 8 individuals and a stopping criteria $I_{max} = 50$. The neural network structure of the E-MLPNN consists of [1300, 1100] hidden units. In Figure 3, the confusion matrix for testing the E-MLPNN is presented. Finally, in Table I, the average performance, training time and number of parameters for each model is shown.

**DISCUSSION**

From our results, it can be observed from Figure 3 that the highest confusion for the estimation of CWL among all the participants is produced during the N-2 back task and the answer from clinicians to each question. It is also worth noting, a high rate of imbalanced data is present between the activities where there is assumed increase in the CWL (N backs task, questions and answers) and no task where the CWL is assumed to be normal. Finally, even though, the proposed E-MLPNN does not provide the highest accuracy, it produces one of the two highest trade-off between model performance and simplicity. By using GA to determine the parameters of an MLPNN, its model accuracy is improved for the classification of unseen data while model simplicity is preserved.
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INTRODUCTION

Soft robots have exhibited excellent compatibility with functional and physical requirements of intraluminal procedures such as bronchoscopy and cardiovascular intervention [1]. Despite their favourable mechanical compliance and scalable design, integrating miniature force and shape sensors on them is cumbersome [2]. Also, large mechanical deformation of such robots, i.e., flexures, may push traditional rigid sensors out of their linear range [3]. As an alternative approach, the authors have recently introduced a novel soft sensing method and soft embedded sensors for flexures that exhibited less than 10mN error in measuring external 3D tip forces on soft robots for bronchoscopy and cardiovascular applications [4], [5], [6]. Fig. 1(a –c) depict the conceptual design, the prototyped sensor developed in [5], and a representative interventional application. Their soft sensor was comprised of a gelatin-based matrix filled with graphite nano-particles that exhibited stable piezoresistivity under extremely large deformation. Despite its accuracy, the accuracy of the proposed sensor was adversely affected in noisy environments, e.g., operation rooms. The reason was that the rate-dependent features used in its neural calibration would amplify the peripheral noise which would diminish the accuracy. In this study, we have proposed and validated an alternative deep-learning-based method for calibration of the proposed soft sensor that is derivative-free thus does not amplify the peripheral noise and is versatile. Conceptually, the proposed calibration methods can be used to assemble an array of sensor readings for distributed sensing on soft robots. Our proposed method is based on generating a scalogram from the temporal-frequency content of the measured voltages using real-time wavelet transform and using transfer learning technique to infer rate-dependent and deformation-dependent features from the voltages’ scalogram.

MATERIALS AND METHODS

As an alternative and derivative-free calibration method for the soft embedded sensor developed in [5], we investigated the utilization of a deep-learning-based calibration schema. Fig. 2(a) depicts the proposed calibration framework. To this end, first the scalograms Continuous Wavelet Transform (CWT) of two voltages $V_1$ and $V_2$ recorded during the sensor calibration were obtained using Matlab Signal Processing Toolbox. As shown in Fig. 2(a) scalograms were 2D images in red-green-blue (RGB) colorspace. More specifically, the Morse wavelet was employed to generate the CWTs. The CWT images were of 224×112 px size and were horizontally concatenated in the form of $[V_1 \ V_2]$ to form a 224×224 px input image for the transferred neural network. Also, we applied synchro-squeezing to the wavelet to improve the temporal resolution of the scalogram. A total of 70 pairs of CWT scalograms were obtained from the calibration dataset obtained in [5]. Considering the small size of the dataset and to perform accurate feature extraction on scalogram images, GoogLeNet (Alphabet Inc.) pretrained network was used. It had a total of 22 layers (including convolutional and max-pooling. To perform force estimation (regression), the last layer of GoogLeNet (classifier) was replaced with eight fully-connected layers with 250,200,150,100,50,25,10, and 3 neurons with the rectified linear unit (ReLU) activation function. The restructured convolutional calibration model was denoted
as WaveLeNet in this study. For better accuracy, the training forces were normalized. In training, 'adam' optimizer with 20 epochs and goal function of mean absolute error was used. The training was performed in Matlab Deep Learning Tool Box (Mathworks, MA, USA). The dataset was split (70:15:15 for train:validate:test).

RESULTS AND DISCUSSION

Fig. 2(b) shows a representative performance of the proposed calibration for unseen data for predicting tip force in x–direction, i.e. $F_x$. To assess the accuracy, maximum absolute error and mean absolute error between predicted force and ground truth (reference) were analyzed and compared with the previous rate-dependent calibration proposed in [5]. In addition, the minimum detectable force observed with WaveLeNet and that of [5] were compared. Table I summarizes the performance of WaveLeNet with the rate-dependent calibration proposed in [5]. The results showed that the MAE of the proposed network was less than 5% of full range (i.e., 160mN). Although the MAE over full range was larger than the previous rate-dependent calibration it was still below the 5% error level. Most importantly, we analyzed the error for small force ranges, where our previous rate-dependent calibration was most erroneous (due to noise amplification). The results showed that not only the proposed WaveLeNet calibration was more accurate than the rate-dependent calibration, but it was also more accurate compared to itself at full range. We believe the derivative-free nature of the WaveLeNet method has contributed to its superiority compared to rate-dependent calibration. Also, the more in-depth analysis showed that at force ranges > 100mN, the scalograms become quite bright and the temporal gradient of WaveLet scalograms diminishes. This might have contributed to lower accuracy in high forces.

CONCLUSION

In this study, we proposed a transfer learning-based calibration schema inherited from GoogLeNet for soft embedded sensing in soft robots. The proposed method was derivative-free and would capture temporal changes in electrical signals from the soft sensors by capturing image features in scalograms of wavelet transform. WaveLeNet, our derivative-free deep convolutional calibration model, had comparable accuracy over the full range of our soft flexural sensor compared to a previously validated rate-dependent calibration. However, thanks to its derivative-free features, it improved the accuracy for small forces, i.e., < 20mN. The proposed sensor and derivative-free calibration facilitates utilization of the proposed sensor in soft robotic applications especially tactile grasping (with force feedback) and interventional soft robots (for intraluminal applications). The authors have demonstrated the applicability of the proposed sensor for bronchoscopy applications in [5].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_x$ (full-range)</td>
<td>7.5</td>
<td>3.3</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$F_y$ (full-range)</td>
<td>7.1</td>
<td>2.6</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$F_z$ (full-range)</td>
<td>12</td>
<td>8.0</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$F_x &lt; 20$mN</td>
<td>3.3</td>
<td>12.0</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$F_y &lt; 20$mN</td>
<td>3.7</td>
<td>13.1</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$F_z &lt; 20$mN</td>
<td>5.4</td>
<td>14.4</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
</tbody>
</table>

MAE: Mean Absolute Error
MDF: Minimum Detectable Force
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SimPS-Net: Simultaneous Pose & Segmentation Network of Surgical Tools

Spyridon Souipas¹, Anh Nguyen², Stephen G. Laws¹, Brian L. Davies¹, Ferdinando Rodriguez y Baena¹

I. INTRODUCTION

Image-based detection and localisation of surgical tools has received significant attention due to the development of relevant deep learning techniques, along with recent upgrades in computational capabilities. Although not as accurate as optical trackers [1], image-based methods are easy to deploy, and require no surgical tool redesign to accommodate trackable markers, which could be beneficial when it comes to cheaper, “off-the-shelf” tools, such as scalpels and scissors.

In the operating room however, these techniques suffer from drawbacks due to the presence of highly reflective or featureless materials, but also occlusions, such as smoke and blood. Furthermore, networks often utilise tool 3D models (e.g. CAD data), not only for the purpose of point correspondence, but also for pose regression. The aforementioned “off-the-shelf” tools are scarcely accompanied by such prior 3D structure data. Ultimately, in addition to the above hindrances, estimating 3D pose using a monocular camera setup, poses a challenge in itself due to the lack of depth information. Considering these limitations, we present SimPS-Net, a network capable of both detection and 3D pose estimation of standard surgical tools using a single RGB camera.

II. MATERIALS AND METHODS

A total of 4 tools, specifically a scalpelf, a pair of scissors, a pair of forceps and an electric burr were employed for the experiments. The tools were recorded whilst operating on a cadaveric knee, with the background set up to best mimic actual operating room conditions.

Both RGB images and the corresponding 3D pose of each observed tool in the frame were gathered. A RealSense D415 (Intel, USA) was utilised for image collection, while a ftk500 optical tracker (Atracsys, Switzerland) was employed for the localisation of the tools, which were mounted with fiducials for tracking purposes. With the two sensors extrinsically calibrated, 3D poses in the camera coordinate system were obtained, as explained in Equation 1:

\[ P_{\text{cam}} = [R|t] P_{A} \]  

where \( P_{\text{cam}} \) are the 3D coordinates of the tool tip in the camera frame, \([R|t]\) is the extrinsic calibration matrix, and \( P_{A} \) are the tool 3D coordinates in the optical tracker frame. For visualisation of 3D poses in 2D images, both in training and testing, the camera intrinsic matrix, \( K \), was also incorporated.

The proposed network expands on the Mask-RCNN [2], a network used for semantic segmentation and classification, by introducing a third branch, capable of 3D pose regression, as demonstrated in Figure 1. Here, 3D pose \( p \) is described by the combination of the position vector, \( x \), and the orientation vector, \( \theta \), the latter in the form of quaternions. Position and orientation are examined separately and then amalgamated in the pose loss function, shown in Equation 2. Constants \( \alpha \) and \( \beta \) are used to address scale discrepancies between the vectors, and improve orientation results [3] respectively.

\[ L = \alpha \|x_{\text{true}} - x_{\text{pred}}\|^2 + \beta \|\theta_{\text{true}} - \theta_{\text{pred}}\|^2 \]  

Overall, 5370 images were annotated, with 4027 images being used for training. Each image was semantically labelled, and was accompanied by a value for the observed 3D pose.

Figure 1: SimPS-Net Architecture
III. RESULTS

Network evaluation was performed over 806 unseen images, with tool detection and 3D pose estimation being performed on each frame. This process was reiterated for various pose constant permutations, α and β. The optimal set was determined to be α = 700 and β = 300.

Separate metrics for tool detection, position, and orientation were calculated during testing. The detection metrics of mean average precision (mAP) and mean DICE coefficient (mDICE) were independent of pose constant values, thus remaining constant across tests. The pose error, expressed in mm for position and degrees for orientation, was calculated as the average discrepancy between predicted and actual values along each coordinate axes separately. Each metric is listed in Table I, along with inference results of state-of-the-art networks which were trained and tested over the same novel dataset as SimPS-Net. As mentioned, 3D pose was projected to the 2D images using the intrinsic matrix. Therefore, examples of the predicted, projected poses, along with the predicted masks in a frame can be seen in Figure 2.

IV. DISCUSSION

Three networks, all capable of 3D pose estimation without prior 3D structure knowledge, were deployed for results comparison with SimPS-Net specifically PoseNet [3], ROPE [4], and GDR-Net [5]. Examining Table I, the proposed method demonstrates auspicious results across both position and orientation metrics. Each position error falls below the the results obtained by the compared networks. Regarding orientation errors, both pitch and yaw errors are comparable across all four networks. However, SimPS-Net presents more robust results for roll values. Combining this observation with the error noted in the depth axis, Z, it can be concluded that the network exhibits satisfactory performance for the intended purpose of 3D pose regression. Ultimately, SimPS-Net was found to have an average positional error of 5.5mm, with the average orientation error being 3.3°.

A limited number of techniques utilise an exclusively monocular setup to estimate the 3D pose of surgical tools, with most research focusing solely on 2D pose, thus expressing tool position in terms of pixels. Comparison with such methods, which are usually more robust, would provided limited insights, since they do not allow for 3D localisation of objects.

The proposed network exhibits a degree of versatility when compared with its counterparts. 3D pose estimation is performed without the use of prior 3D structure knowledge or initial shape assumptions for the objects being tracked, and the results overall outperform the state of the art results. Even though the reported values do not exceed the capabilities of optical trackers, this camera-based method enjoys a significant ease of deployment and minimal footprint in the operating room. Therefore, in cases where sub-millimeter accuracy is not necessary, such as robot path planning outside of the body, SimPS-Net could be an attractive option.

Despite the encouraging results, there are still some areas that need further improvements. Firstly, an occlusion handling mechanism should be integrated in the detection branch of the network, thus allowing it to compete with networks that focus exclusively on tool detection. In addition, hardware limitations restricted the novel dataset to images with single tools. Hence, a dataset expansion is needed to explore the pose errors with multiple tools observed in a frame. Ultimately, by utilising an improved GPU, a visual active constraint could be developed that involves the deployment of the network in real-time capabilities. This would result in the assimilation of SimPS-Net with a surgical robot pipeline, since the active constraint would ensure patient safety through its capacity for obstacle avoidance.

Table I: SimPS-Net Results Comparison against Literature

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP (%)</td>
<td>NA</td>
<td>56.8</td>
<td>58.5</td>
<td>62.9</td>
</tr>
<tr>
<td>mDICE (%)</td>
<td>NA</td>
<td>80.2</td>
<td>83.7</td>
<td>85</td>
</tr>
<tr>
<td>X (mm)</td>
<td>18.4 (11.6)</td>
<td>8.4 (3.5)</td>
<td>6.1 (5.2)</td>
<td>5.2 (4.5)</td>
</tr>
<tr>
<td>Y (mm)</td>
<td>18.6 (13.1)</td>
<td>11.4 (6.2)</td>
<td>5.0 (2.4)</td>
<td>4.0 (4.3)</td>
</tr>
<tr>
<td>Z (mm)</td>
<td>13.4 (9.2)</td>
<td>9.2 (5.2)</td>
<td>7.3 (3.4)</td>
<td>6.3 (6.0)</td>
</tr>
<tr>
<td>Pitch (deg)</td>
<td>2.3 (1.8)</td>
<td>3.2 (2.5)</td>
<td>2.6 (3.1)</td>
<td>2.4 (2.8)</td>
</tr>
<tr>
<td>Yaw (deg)</td>
<td>1.3 (1.0)</td>
<td>1.8 (2.1)</td>
<td>2.3 (2.6)</td>
<td>1.5 (1.5)</td>
</tr>
<tr>
<td>Roll (deg)</td>
<td>28.2 (28.2)</td>
<td>8.3 (16.2)</td>
<td>6.7 (10.7)</td>
<td>6.1 (37.3)</td>
</tr>
</tbody>
</table>
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Deep Imitation Learning for Automated Drop-In Gamma Probe Manipulation

Kaizhong Deng, Baoru Huang, and Daniel S. Elson

The Hamlyn Centre for Robotic Surgery, Imperial College London, London, UK
k.deng21@imperial.ac.uk

INTRODUCTION
Prostate cancer is one of the most common cancers in the UK, and Robotic-Assisted Surgery (RAS) has become a common method for prostate cancer surgery. Sentinel lymph node biopsy (SLNB) is an important component of prostate cancer surgery and provides accurate diagnostic evidence of disease extent.

A drop-in gamma probe, SENSEI, has been designed to improve the accuracy of sentinel lymph node detection in RAS. An example of its in vivo usage can be seen in Figure 1. It can distinguish cancerous tissue from normal tissue by detecting the radiation emitted from radiolabeled probes that have been injected into the body. A feasibility study has demonstrated that the drop-in gamma probe can provide accurate identification of positive nodes following the administration of technetium-99m nanocolloid [1].

However, relying on the live gamma level display and audible feedback from the console while the probe is scanned across the tissue surface is not an easy or intuitive way to identify hidden affected lymph nodes. This might affect the effectiveness of less experienced surgeons and latent hot spots may be overlooked. To address these issues, we propose a robotic scanning method to automatically and systematically examine an entire target area and locate the hot spots. In this study, we present a deep imitation training workflow based on simulation data for an end-to-end learning-based agent capable of systematically scanning target areas using visual input and the current robot state. The evaluation result shows that this approach is promising to automatically control the drop-in gamma probe.

MATERIALS AND METHODS

A. Building simulation environment

Surgical scene modelling: Surgical scene models are essential objects in the simulation. They should provide rich visual information both on texture and geometry to bring the simulated visual observation closer to reality. These were reconstructed using VisionBlender [2] to obtain a surface model from the SCARED dataset [3] which contains videos of laparoscopic surgery on the da Vinci robot. Keyframes from the dataset were reconstructed by VisionBlender to obtain a depth estimation map to generate a scene model. Subsequently, the created scene models were projected to a simplified mesh, resulting in a reduction of geometrical complexity while preserving a high-quality texture representation.

Robot system setup: The KUKA iiwa14 r820 (IIWA) robot and SENSEI drop-in gamma probe were adopted in this experiment. To mount the probe to IIWA, a customised probe holder was designed to hold the drop-in gamma probe and mount it to the flange of IIWA as shown in Figure 1 (b).

B. Demonstration data collection

Path generation: In this study, we proposed a workflow for the automatic generation of large quantities of demonstration data for use in the scanning task. To collect a dataset with diverse demonstrations, various target scanning areas were selected. The waypoints were chosen to follow the standard gamma probe manipulation with an approximate distance of 3 cm from the tissue and perpendicular to the surface. Therefore, the path generation workflow contained four steps: (1) generation of a 2D target scanning area by randomly sampling points from a Gaussian distribution and fitting a convex hull to the sampled points; (2) application of a grid-based coverage path planning algorithm as a deterministic policy to generate raster scanning paths; (3) projection of the planned waypoints onto the surgical scene to obtain the 3D position and normal direction of the tissue surface; and (4) offsetting and interpolating waypoints to acquire a smooth path that satisfied the distance and pose requirements.

Demonstration collection: The scanning process was simulated by Isaac Gym in the built environment. Isaac Gym can provide photo-realistic visual observations,
effectively minimizing the gap between simulation and reality. In the simulation experiment, a series of targeted waypoints were defined using a generated path, and the robot smoothly navigated to each of these points. The camera pose was varied depending on the location and area of the target scanning area to acquire sufficient diversity. The virtual RGBD camera captured RGB images and depth maps with a binary map representing the target scanning area. The end-effector trajectories in the camera coordinates were also recorded. In total, 250 demonstrations with different target areas from five varied surgical scenes were collected.

C. Imitation Learning

Imitation Learning is a supervised learning method that allows the agent to learn from expert demonstrations by observing and imitating the expert’s action. In this task, the observation consisted of the current RGBD image $I_t$, a target area binary map $M$ with identical size, and the current pose $p_t = \{x_t, y_t, z_t, W_t, X_t, Y_t, Z_t\}$ that included the Cartesian position and the orientation represented in a quaternion. The action was derived from N-step pose differences $dp_t^N = p_{t+N} - p_t$, where $N > 1$ was adopted to acquire steady action. The policy network, as shown in Figure 2, utilises an encoder-decoder architecture to predict action from observations. A hybrid loss function with the weighted sum of Huber loss, Negative Log-likelihood loss, and L2 norm loss, was used to train the network.

D. Experiments

Models were trained on an RTX 3060 graphics card for 200 epochs. The policy network was scaled up four times in experiments to maximize model performance. In the dataset, 120 demonstrations were used in training while 40 and 90 demonstrations were used for validation and evaluation. The network was evaluated by measuring the distance error on $dp_t^N(x, y, z)$ and the direct angle error on $dp_t^N(W, X, Y, Z)$.

RESULTS

The proposed demonstration generation workflow can produce sufficient data for agent training. These demonstrations had an average trajectory length of 4.14±4.93 cm and an average coverage area of 4.58 ± 2.98 cm². The evaluation of the trained agent showed that the root mean square errors on each dimension of $dp_t^N(x, y, z)$ were 1.25 cm, 1.29 cm, and 1.24 cm with a mean distance error of 1.69±1.38 cm, and an error in direct rotational angle of 14.3 ± 9.8°. Visualization of the predicted action points revealed that they were concentrated around the target ground truth trajectories.

DISCUSSION

In conclusion, the proposed training workflow could train an end-to-end vision-based gamma probe manipulation agent from the generated simulation data. The evaluation results demonstrated that it is promising to further improve the prediction accuracy of this framework and extend this method to a hardware setup. Future work includes evaluating the rollout of the agent and using Reinforcement Learning methods to further explore optimal control policy.
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INTRODUCTION

Image-guided procedures have experienced a rapid increase in popularity in recent years. The advancements in medical imaging technology have led to a shift in medical images from being used primarily for diagnosis to being a critical tool in theragnostic and therapeutic procedures. This shift has resulted in the emergence of new fields such as interventional radiology (IR), therapeutic endoscopy (TE), and minimally invasive image-guided surgery (IGS), with an increasing number of professionals adopting these techniques in their clinical practices due to improved outcomes [1]. One of the most widely used imaging methods in these procedures is X-ray-based imaging, including computed tomography (CT), 2D C-arm fluoroscopy, and cone-beam CT scans. These procedures typically require the use of contrast agents (CA) to visualize soft tissues with high definition and contrast. However, the use of CA presents several challenges, including the limited volumes that can be injected intravascularly [2]. The CA also follows the patient’s hemodynamics, leading to transient visualization and asynchronous image guidance. In this paper, we aim to address the technical issues related to contrasted X-ray images in image-guided therapy. We propose a deep learning approach that will allow for the visualization of vessels during image-guided procedures without the need for contrast agents, making these procedures safer, and more efficient, while providing real-time guidance.

MATERIALS AND METHODS

Before the intervention, a CT scan of the patient is acquired, vessels and other structures of interest are segmented and the planning of the intervention is performed. At this stage, the poses of both the C-arm and the patient are determined for the intervention. Then, at treatment time, the C-arm and the patient are positioned as per planning. However, due to breathing induced anatomical deformations, segmented vessels cannot be superposed to the fluoroscopic images. To compensate for these deformations, a non-rigid registration method is required.

Using the planning CT scan of the patient, we generate a dataset of Digitally Reconstructed Radiographs (DRRs) and displacement field pairs. This dataset is then used to train a neural network to recover a displacement field from a single fluoroscopic image. At the time of the intervention, the C-arm is adjusted to the planned pose, an X-ray image is acquired, and the network predicts in real-time the 3D deformation field which is used to warp the segmented structures to visually augment the fluoroscopy.

Our fully convolutional network architecture is detailed in \textsuperscript{1}. Features are extracted from the 2D input image and then reshaped into 3D features. Finally, the 3D features are decoded into a 3D displacement field. This displacement field represents the non-rigid transform of the CT to the anatomy visible in the fluoroscopic image.

We assume that the deformations at the time of the intervention can be modeled as smooth and invertible displacement fields, preventing unrealistic deformations such as self intersection and excessive stretching or compression. To obtain such deformations, we model the displacement field as a sum of Gaussian Kernels. Specifically, the displacement field is integrated over \( n = 100 \) timesteps, while checking that smoothness and invertibility constraints are preserved after each timestep. The parameters of the Gaussian Kernels are randomized.
RESULTS

A human liver CT obtained from a patient of the Paul Brousse hospital in Paris was used to generate a 10,000 sample dataset, split into 8,000 training samples and 2,000 validation samples. The maximum amplitude of deformation in the dataset was 22mm and 40mm in the LR direction and SI direction respectively.

The testing dataset was generated from the same 3D CT, this time using BSpline transforms tailored to mimic a breathing motion. Specifically, inhale and exhale phases and sliding motion of the organs against the bones were modeled. In this case, the maximum amplitude was 10mm and 25mm for the SI and LR directions. The dataset contains 5 inhale/exhale periods for a total of 50 samples. The accuracy of the network was measured via the reprojection distance (RPD) metric. Hepatic veins were deformed using the ground truth and the predicted displacement fields. The deformed mesh points were projected onto the image plane and the 2D RPD error was measured.

The mean RPD error on the testing dataset was 2.7 ± 1.9 mm while the mean RPD displacement was 7.7 ± 3.9 mm. Figure 4 shows the distribution of the error on the hepatic veins. Figure 3 shows an example of image augmentation by our method. A full video is available at https://mimesis.inria.fr/project/augmented-fluoroscopy/.

DISCUSSION

Even though the testing data were generated differently from the training data, the prediction of the network still reduced the error from 7.7 to 2.7mm. This validates our Domain Randomization approach, as the network learns to map a deformed fluoroscopy to a displacement field, and generalizes well on the testing data. This constitutes an advantage over other methods that might use a patient-specific motion prior obtained from a 4D-CT to train a neural network to predict deformations from a fluoroscopic image. A limitation arising from 2D fluoroscopy is that the displacement perpendicular to the image plane is not visible and thus cannot be predicted, but this is mitigated by the fact that the resulting out-of-plane error is also not visible on the augmented image.
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INTRODUCTION

Over the past decade, the resurgence of low-field (LF) magnetic resonance imaging (MRI) sensor systems designed to operate up to 1 tesla range has proven well suited to inspire new solutions and design strategies to address frontline medical challenges where environmental factors are most extreme. Examples of successful low-field MRI devices in resource-limited environments include: (1) classification of infant hydrocephalus in Africa and (2) in remote small hospitals where the low-field scanner travels to the patient's bedside to observe volumetric changes in brain structure [1,2]. These low-field MRI design examples have been effective in leveraging MRI information in the setting where it is used with minimal available resources. In developing countries, access to high-field (HF) MRI is limited and requires support and infrastructure to be used. These lower-cost systems can potentially benefit from many developments that have occurred in higher fields, such as signal-to-noise dependence on static magnetic fields and hardware components (i.e., magnet, gradient coils, etc.) [3]. In addition, improvements in machine learning now provide superior noise reduction compared to traditional methods, resulting in improved performance with smaller size and lower power consumption. With improved access to medical imaging equipment, people around the world who cannot afford it due to the high cost of conventional MRIs will be able to obtain high-quality imaging data with improved contrast resolution and acquisition times.

SNR (signal-to-noise ratio) is an important measure of the quality of a signal in low-field MRI. The amount of useful information in a signal compared to background noise directly affects the effectiveness of a low-field scan [4]. The more relevant data that can be extracted from the images and the less interference or distortion from unwanted signals (e.g., electrical noise or other sources), the better the image quality, which can be enhanced by research and development of denoising and enhancement methods. In addition, any image classification system depends on the quality of the signal, so steps such as noise reduction can improve the overall performance of the system. Recently, improvements in block matching and 3D filtering (BM3D) have produced better results than standard methods such as median filters in reducing both random and structured noise without introducing artifacts into the final image [5].

The study of denoising methods for low-field synthetic MRI datasets is a very underdeveloped area of research. By investigating the effects of denoising on image quality, the complexity and classification performance of machine learning architectures can be practically tested in diagnostic studies [4]. This study extends previous work through its unique consideration of the BM3D denoising method. The application of BM3D to low-field synthetic MRI datasets has not yet been published. With recent advances in the field, the BM3D method has been shown in other related studies to perform almost equivalently image denoising quality without the computational overhead of Deep Learning architectures [5].

MATERIALS AND METHODS

A five-step process was used to determine the image quality of the synthetic datasets, as shown in Fig. 1. First, the HF MRI were collected from open source databases [6]. These datasets consisted of FLAIR images of individuals (N=44) used in related studies to detect Multiple Sclerosis. Second, a linear transformation of the HF scans into synthetic low-field datasets, (3) standard denoising versus BM3D, (4) quantification of denoising method, and (5) 2D and 3D visualisation reconstruction.

Fig. 1 A selection of key phases used to configure the experimental setup. Each phase, labelled 1 to 5, summarises key events: (1) data acquisition from HF MRI (N=44), (2) transformation of HF scans into synthetic low-field datasets, (3) standard denoising versus BM3D, (4) quantification of denoising method, and (5) 2D and 3D visualisation reconstruction.
denoised synthetic LF images were reconstructed into 2D and 3D file for visualization. Image processing and linear transformation were performed in MATLAB 2022b. To compute the image quality metrics and BM3D, it was performed in Python 3.9 using the SciKit-Image library.

**RESULTS**

Table 1 provides a comparison of the standard noise reduction methods used in this study. It includes information on the type of method, its effectiveness in noise reduction, and the signal-to-noise ratio (SNR) values for each method. In addition, it shows how well BM3D performed compared to other methods when applied to low-field synthetic MRI data from forty-four subjects.

The results suggest that BM3D could be an effective tool for providing sufficient noise reduction over a range of SNR values, which has implications for quantifying denoised synthetic results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Median (SD)</th>
<th>Median (SD)</th>
<th>Median (SD)</th>
<th>Median (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM3D</td>
<td>202002.2515</td>
<td>2313.2</td>
<td>21095.5537</td>
<td>173700</td>
</tr>
<tr>
<td>ENAG</td>
<td>0.000380016</td>
<td>0.00006</td>
<td>0.000395068</td>
<td>0.00027</td>
</tr>
<tr>
<td>FSNM</td>
<td>27.42557712</td>
<td>1.302075</td>
<td>23.54057668</td>
<td>0.93870</td>
</tr>
<tr>
<td>RASE</td>
<td>5051.555465</td>
<td>578.3</td>
<td>6723.889362</td>
<td>431.735</td>
</tr>
<tr>
<td>REF SNR</td>
<td>0.109307297</td>
<td>0.0225</td>
<td>0.209327706</td>
<td>0.0276</td>
</tr>
<tr>
<td>RMEE</td>
<td>0.000371768</td>
<td>0.00056</td>
<td>0.007616102</td>
<td>0.0177</td>
</tr>
<tr>
<td>RSME</td>
<td>0.039974622</td>
<td>0.00945</td>
<td>0.039974622</td>
<td>0.00945</td>
</tr>
<tr>
<td>SIFP</td>
<td>0.761517224</td>
<td>0.0591</td>
<td>0.14956925</td>
<td>0.0245</td>
</tr>
</tbody>
</table>

Table 1. Effect of denoising methods on transformed low-field MRI data (N = 44). Data are expressed as median ± standard deviation (SD). Comparison of image quality was performed using the following metrics: global relative error (ER GAS), mean square error (MSE), peak signal-to-noise ratio (PSNR), relative average spectral error (RASE), root mean square error (RMSE), universal image quality index (UQI), and pixel-based visual information fidelity (VIFP).

**DISCUSSION**

To our knowledge, the present study is the first comparative investigation of denoising methods for low-field synthetic MRI data and represents an important contribution to the development of LF portable scanners. Our study provides clear evidence that BM3D provides sufficient noise reduction effectiveness for image quality over a range of SNR values (see Table 1). This has implications for quantifying denoised synthetic results, but also suggests that the generated results could be used as input to a classification system when no other alternatives are available. Our results also support the growing evidence that low-field MRI systems can provide a cost-effective and accessible alternative to conventional higher-field scanners, while providing good data quality and high diagnostic value [7].

The study design and small sample size pose important limitations: (1) the sample was relatively small and included a limited number of pathologies, which is not be representative of the overall population and could lead to inaccurate conclusions from the data, (2) alternative methods for denoising the synthetic MRI images were not used in this study, and (3) the transformation procedure used is relatively simple and does not account for potential field strengths, pulse sequences, or device-specific artifacts. However, this work is useful for experimenting with different configurations of medical devices from open-source imaging databases, which can provide insights and rationales for prospective studies and would allow researchers to test and validate new imaging devices without the need for costly clinical trials. Additionally, BM3D could be further refined with more advanced transformation methods of HF MRI and other noise reduction methods should be considered to improve image quality. Further research can be conducted to investigate alternative acquisition methods, transformations from those methods, and image reconstruction techniques for future low-field MRI systems.
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INTRODUCTION

Medical imaging is an essential tool for diagnosing and monitoring various health conditions. Robotic remotization of such diagnostic medical procedures increases the safety of medical personnel and accessibility to the rural populace. However, ultrasound exams can be challenging and require skilled operators to obtain high-quality images. Automating such procedures requires programming robots to perform these dexterous medical skills. The programming constraint can be eliminated by leveraging human tutelage paradigms, enabling the robot to learn from observation and expert feedback. But, robots require massive libraries of demonstrations to learn effective policies using machine learning algorithms [1]. While such datasets are achievable for simple tasks, providing many demonstrations for contact-rich procedures such as ultrasound is not practical. This paper presents a novel method to learn complex contact-rich procedures by combining self-supervised practice with sparse expert feedback through coaching. The robotic ultrasound system (RUS) uses reinforcement learning (RL) to learn a policy for autonomous imaging of a urinary bladder phantom. Specifically, we use an off-policy soft actor-critic with a reward based on image quality assessed using a supervised convolutional neural network to learn the policy for ultrasound through practice. In addition to practice, experts provide online corrective feedback (coaching), which drives the robot to learn successful policies for ultrasound imaging.

MATERIALS AND METHODS

The proposed approach combines self-supervised practice through RL with online learning from expert feedback. First, the robot learns a policy to perform ultrasound purely using practice guided by an image quality metric. Next, expert users provide online feedback (coaching), which is used to update policy parameters to improve the execution, as shown in Figure 1.

A. Ultrasound Policy Learning

This section describes the reinforcement learning policy, which is learned based on an image quality reward. The robot model executes in a finite bounded horizon, with a Markov decision process \( M \), with state space \( S \) and action space \( \mathcal{A} \). For a horizon \( T \), the state transitions according to the dynamics \( T : S \times \mathcal{A} \rightarrow S \). A learning policy \( \pi_\phi(a|s) \) represents the probability of taking action \( a \) given a state \( s \), with parameters \( \theta \). The cumulative expected reward over horizon \( T \) is given by (1).

\[
J(\pi) = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \phi(s_t, a_t) \right] \quad (1)
\]

We use an off-policy algorithm, Soft Actor-Critic (SAC) [2] to learn the policy. The algorithm maximizes the cumulative reward and entropy to learn the policy. The action space \( A \) for the SAC agent is a combined force-position space. Specifically, the robot controls force along the z-axis (normal to the surface) and position in the XY plane. Thus, it localizes the feature and applies appropriate force to obtain good quality images. The state \( S \) that represents the state of the environment is defined based on the ultrasound image. We have adopted a image classification network from our previous work [3], which uses ResNet50 as base network with multi-scale and bi-linear pooling for fine-grained classification of image quality. This network encodes the image into a feature vector of size 2048, representing the system’s current state. The reward for the SAC is based on the ultrasound image quality estimated using the same feature network used to generate the state. The image features are passed through a linear classifier layer which estimates a integer quality metric between 1-5. The reward is defined as shown in eq. (2).

\[
r_t = 10(q_t = 5) + q_t/5 \quad (2)
\]

where \( q_t \) is the integer quality of the image and the
expression \((q_r = 5)\) is 1 if quality is maximum and 0 otherwise. This image quality based reward guides the self-supervised learning of the ultrasound policy. 

B. Coaching

The SAC agent learns the policy only guided by the image quality. While this leads to a partially successful policy, further tuning is required to learn effective policies for an autonomous ultrasound system. Additionally, poor image quality assessment and noise result in sub-optimal execution policies. To address this shortcoming, we propose leveraging expert feedback to improve performance. Figure 1 describes the interactive coaching method. The robot has learned a base policy whose parameters are \(\theta\). But, the human expert knows the actual desired policy whose parameters are represented as \(\theta^*\). However, the robot cannot obtain this knowledge directly as the true parameters are hidden. The robot can estimate these observations using the human expert's corrective actions \(a^b\).

This system essentially is a partially observable Markov decision process (POMDP). However, solving a POMDP in higher dimensional spaces is intractable. Therefore, we propose to reduce this to an approximation using Kullback–Leibler (KL) divergence to update the policy. First, we approximate the true policy \(\pi_{\theta^*}(a|s)\) using an approximate gaussian policy \(\tilde{\pi}(a|s) : N(\mu, \sigma)\). The parameters \(\mu\) and \(\sigma\) are estimated using the set of coaching corrections \(a^b\). Next, we update the policy \(\pi_{\theta}(a|s)\) by minimizing the KL divergence loss,

\[
L_{KL} = D_{KL}(\pi_{\theta}(a|s) \| \tilde{\pi}(a|s))
\]

This KL loss is combined with the policy loss of SAC, and the policy parameters \(\theta\) are updated. The coaching corrections are separately stored in a “coach” replay memory, and the policy and critic network updates are performed by sampling from this coach replay buffer by optimizing for \(L_{KL}\). This essentially offsets the policy towards generating actions similar to expert in states where the corrections were provided.

RESULTS

We validate the proposed framework using the experimental setup shown in Fig. 2(a), which consists of 7-DOF Sawyer robotic arm by Rethink Robotics, Germany and ultrasound machine by Telemed Medical Systems, Italy. A Micro Convex MC10-5R10S-3 ultrasound probe is attached to robot’s end-effector using a custom-designed gripper. The urinary bladder phantom has been used as shown in Fig. 2(b). The acquired ultrasound image shown in Fig. 2(c) is passed to the GPU laptop and whole system is connected via ROS. We executed 10 episodes of each RL policy with and without coaching feedback. Each episode has 10 steps. We compared the policy with and without coaching using the two metrics: (i) Number of high image quality regions sampled (ii) Average probe force error. We also compared the average reward for each episode across 10 steps as shown in Fig. 3.

![Figure 2](image_url)

**Fig. 2** (a) Robotic ultrasound system with probe attached to its end-effector (b) Urinary bladder phantom (c) Acquired ultrasound image from phantom

![Figure 3](image_url)

**Fig. 3** (a) Comparison of average reward for RL policy with and without coaching feedback

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Without Coaching</th>
<th>With Coaching</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Image quality region</td>
<td>43/100</td>
<td>71/100</td>
</tr>
<tr>
<td>Avg. probe force error</td>
<td>6.06%</td>
<td>1.13%</td>
</tr>
</tbody>
</table>

**TABLE I** Quantitative Comparison of RL policy with and without coaching

DISCUSSION

The coaching of a RL policy for robotic ultrasound is a promising approach that can significantly improve the efficiency and accuracy of ultrasound image acquisition. The comparison of average rewards across 10 episodes has shown the increase in reward after 2 steps. The results in Table I have shown that coaching increases the sampling of high image quality sampling by 32.8% and decreases probe force error by 18%. Future research will focus on including the comprehensive probe control including its orientation.
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INTRODUCTION

Surgical skills assessment is a crucial step to help understanding surgical expertise and to provide technical knowledge to beginners. Scores, such as GOALS [1], have been designed to assess surgical skills. However, these scores are subjective and need experts to compute them.

With the advent of robotic surgery, it is possible to compute Automated Performance Metrics (APMs) based on the motion of robotic arms to assess surgical skills. Several studies have demonstrated statistically significant differences between APMs from different levels of expertise [2], [3]. The majority of these studies performed a global analysis, i.e., studying the surgical procedure or training task as a whole.

By using the Surgical Process Model (SPM) methodology [4], it is possible to describe the surgery at different levels of granularity and break it down into a sequence of elements. Riffaud et al. [5], decomposed Lumbar Disc herniation surgery by phases and demonstrated that the main expertise differences in terms of duration are due to specific phases or actions.

In this paper, we will combine SPM and APMs to study global and local kinematic skills during robotic-assisted hysterectomies.

MATERIALS AND METHODS

Data – Fifty-two robotic-assisted laparoscopic hysterectomies (RALH) performed on the Da Vinci SI (Intuitive®) robotic system have been acquired between June 2020 and September 2021 thanks to the DVLogger. Thirty-six surgeries have been performed by 5 expert surgeons (more than 35 RALH at inclusion) and 16 surgeries by 3 intermediate surgeons (less than 20 RALH). For each case, we recorded the surgical video (25Hz) and the kinematic data (50Hz). The kinematic data contains the position (x, y, z) and the Euler angles of duration are due to the high risk of adverse events such as blood loss or ureteral injury.

Data synchronization – We used the timestamp information provided by the DVLogger and the SPM description to synchronize the kinematic data with the video.

Extraction of global and local kinematics – In the surgical environment, the endoscope is connected during the instrument preparation made by the scrub nurse. This generally happens few minutes before the beginning of surgery. Even if kinematics and video are synchronized, to only study the robotic movement during the surgery, we have to take into account the real duration of surgery. For that, we extracted the kinematic data thanks to the SPMs which are synchronized with videos. The global kinematic sequences are the kinematic data for the complete duration of the surgeries, and the local kinematic sequences are the ones for each phase.

APMs extractions – For each global and local kinematic sequence, we extracted 16 APMs. These APMs are the average velocity (m.s⁻¹), the average acceleration (m.s⁻²), the average jerk (m.s⁻³), the smoothness (m.s⁻³) [6], the trajectory length (m), the working volume (m³) and the economy (m²) for each robotic arm independently (14 APMs). We also computed the duration (s) and the bimanual dexterity (2 APMs).

Statistical analysis – The Shapiro-Wilk test was used to test the normality of the data for each feature for each local kinematic sequence. In all cases, the feature distribution was non-normal. A Wilcoxon-Mann-Whitney test was performed to ensure that the differences were significant between the sequences of the experts and those of the intermediates (p <0.05).

RESULTS

The Table 1 summarizes the statistically significant APMs for each phase and robotic arms. On the global kinematic analysis, only 4 APMs were statistically different between experts and intermediate (p-value <0.05): average velocity, average jerk for each arm.

For the local kinematic analysis, all phases, except “surgical approaches” and “exposition”, have at least one statistically significant feature. Of the 16 APMs, 15 of them are significant for at least one phase with a p-value <0.05, and 4 of them with a p-value <0.001.
Phases | Arm 1 (Left) | Arm 2 (Right) | Both arms
--- | --- | --- | ---
All surgery (global) | 2 Velocity Jerk | 2 Velocity Jerk | 1 Smoothness
Adnexal dissection left | 1 Path length | 4 Velocity Path length Volume Economy | 3 Velocity* Acceleration Volume
Anterior dissection | 4 Velocity* Path length Volume Economy | 3 Velocity* Acceleration Volume | 2 Acceleration* Jerk
Dissection of the uterine pedicles | 2 Acceleration* Jerk | 2 Acceleration Jerk | 4 Velocity Acceleration Jerk Smoothness 1 Duration*
Restoration of the operating site | 1 Smoothness | 4 Velocity Acceleration Jerk Smoothness | 1 Duration*

Table 1 Statistically significant APMs by phases and robotic arms. All APMs have a p-value <0.005, the APMs with a star (*) have a p-value <0.001.

For the “adnexal dissection left”, the smoothness is statistically different for robotic arm 2 (p=0.039, Fig 1.a). Experts have a lower value than intermediate, i.e., more smooth motion (48.81±22.50 m.s$^{-3}$ vs. 74.22±32.25 m.s$^{-3}$).

For the second complex phase, “dissection of the uterine pedicles”, the jerk and the working volume were statistically different for robotic arm 2 (p=0.023, Fig 1.b & p=0.013, Fig 1.c). Experts had a jerk of 8.54±3.03 m.s$^{-3}$ and a working volume of 95.46±54.32 cm$^3$, whereas intermediates had respectively 10.86±2.44 m.s$^{-3}$ and 144.35±57.29 cm$^3$.

DISCUSSION
This study analyzed kinematic data coming from surgical routine to analyze expertise whereas most similar previous studies relied on simulated procedures. Additionally, our local analysis based on SPM methodology gives more information than a global one. While the significant differences were only in acceleration and jerks at the global levels, the local analysis allows us to better understand the specificity of each surgical phase. In the case of “adnexal dissection left”, the uterus blocks the movement of the right tool (arm 2), leading to less smooth motion for intermediates. One tip to counter this would be to improve mobilization of the uterus with the uterine manipulator.

The main limitation of this paper is the focus on phases to perform the local analysis. Make a focus on a finer granularity would allow better understanding. For example, the “dissection of the uterine pedicles” phase is split into two different steps relative to the laterality of the pedicles. It is possible that the uterus has also an impact on the robotic arm motion. Future works will focus on this point.
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INTRODUCTION

In epidural analgesia, anesthetics are injected into the epidural space, to block signals from traveling through nerve fibres in the spinal cord or near it. To do so, the anesthesiologist inserts a Touhy needle into the patient’s skin and uses it to proceed to the epidural space, while using the haptic feedback received from a “loss of resistance” (LOR) syringe [1] to sense the environment stiffness and identify loss of resistance from potential spaces. The two most common errors or complications of epidural analgesia are failed epidurals (FE) – halting the needle insertion in a superficial location, which will cause no pain relief – and accidental dural punctures (ADP), leading in most of the cases to post dural puncture headache (PDPH).

The task of identifying the epidural space correctly and stopping the needle insertion while in it is challenging mechanically, and requires extensive training [2]. Hence, robotic simulation is an attractive method to help optimize skill acquisition [3]. Another advantage of robotic simulation is the ability to record kinematic information throughout the procedure, to evaluate users’ performance and strategy. In this study, we used a bimanual robotic simulator that we developed in previous work [3] to analyze the effect of LOR probing strategies on procedure outcomes.

MATERIALS AND METHODS

Our experimental setup was comprised of a haptic bimanual simulator (Fig. 1) described in details in [3]. The simulator emulates the forces applied on the Touhy needle and the LOR syringe throughout the procedure (Fig. 2a), and allows for patient weight variability and recording kinematic data.

23 anesthesiologists of different levels of experience participated in two experiments. The first experiment \(N_1 = 15\) included three familiarization trials, in which there was a constant patient body mass, followed by 12 test trials that involved three different patient body masses \((55, 85\) and \(115\) kg). The second experiment \(N_2 = 8\) included only the test trials. To eliminate differences in familiarization between the two experiments, we used only the final nine trials of experiment two for our analyses.

To obtain LOR syringe probes, we subtracted the trajectory of the haptic device that was connected to the Touhy needle from the trajectory of the haptic device that was mounted by the LOR syringe. We then took the peaks of the adjusted trajectory and enumerated them.

To examine if there were differences in probing amounts between different outcome trials, we plotted the mean number of probes performed in successful trials as a function of the mean number of probes performed in unsuccessful trials. This analysis is impossible for participants who had success rates of 0% or 100%, and hence they were excluded from this analysis \(N_{ex.} = 4\). In addition, we used the two-sided Wilcoxon signed rank test to compare between mean number of probes in successful and unsuccessful trials – this is because our data did not distribute normally.

To further delve into probing differences between different outcome trials, we examined the mean number of probes performed in each layer in the epidural region, in successful and unsuccessful trials. To avoid bias that is rooted in the layer thickness, we normalized the mean number of probes in each layer by dividing it by the layer thickness. This part of the study is exploratory, and hence we chose not to perform statistical analysis for testing hypotheses, and instead use this part of the analysis as preliminary investigation for a future hypothesis driven study.
RESULTS
We present examples of probes in two trials (Fig. 2): a successful trial, and a dural puncture. Consistently with the trend observed in most of the participants and trials, more probes were performed in the successful trial. Studying the number of probes performed in successful trials against number of probes in unsuccessful trials (Fig. 3) demonstrates that most participants were above the line of equality, indicating that they performed more probes in successful trials, compared to unsuccessful trials (two-sided Wilcoxon signed rank test yielded $p = 0.0018$). This result was not affected by participant level.

Examining the locations of probes within the epidural region (Fig. 4) revealed that more probes were performed in successful trials compared to unsuccessful trials in all layers, and the most prominent differences were observed in the three layers preceding the epidural space.

DISCUSSION
We used a haptic bimanual simulator to evaluate the effect of probing with the LOR syringe on procedure outcomes in epidural analgesia. We found that the majority of participants probed more in successful trials compared to unsuccessful trials. Furthermore, we demonstrated that this difference is more prominent in the three layers preceding the epidural space. These results indicate that a more extensive use of the LOR syringe (and more specifically, when approaching the epidural space) can assist in reducing errors in epidural analgesia. We argue that these findings may be useful in training anesthesia residents (when training in the virtual environment or the real one): instructing novices to focus on probing in relevant locations may enhance learning and produce better procedure outcomes.
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INTRODUCTION

In spine surgery, e.g., pedicle screw placement, patients are in the prone position, anesthetized, and breathe using respirators. Respiration-induced spine movements may interfere with the operation. For evaluating spine surgery robotic systems [1] without resorting to in-vivo experiments, it is necessary to provide a setup that realistically reproduces the spine movement in a lab. The literature is not very rich in documenting such a movement. Most of the time, only the range of motion of one or two vertebrae is provided. Glossop et al. [2] measured this respiration-induced motion for two human lumbar vertebrae (L3 and L4) to be 1.3 mm using optical markers screwed to the spinous process. The same authors [3] measured the respiration-induced motion, using the same techniques, for three pig lumbar vertebrae (L3-L5) under ventilation that ranged from 0.8-1.1 mm. In a more recent study, Liu et al. [4] measured this motion on different levels of vertebrae – cervical (C1), thoracic (T7), and lumbar spine (L4) – using optical markers placed on the patient’s skin. Mean ± 2SD motions were 1.3 ± 0.7 mm, 2.3 ± 1.6 mm, and 1.6 ± 0.7 mm.

In this study, we measure respiration-induced spine movements (T6-L5) in an open-spine surgery on a pig. A mechanical probe mounted on a force-controlled medical robotic arm is used for measurements. Then, we propose an ex-vivo experimental setup that could implement the measured motions to emulate the respiration-induced movement.

MATERIALS AND METHODS

The in-vivo experimental setup consisted of a KUKA LBR Med 7 robotic arm. A mechanical probe (a 2 mm diameter ruby ball attached to a 1.5 mm diameter rod) was mounted on the robot’s end-effector, which have a high bandwidth force feedback. The protocol, approved by the relevant ethical committee, consisted in operating on a pig to reproduce the conditions of the operating room.

The experiment was performed on a 40 Kg female pig (Sus scrofa domesticus). A preoperative CT scan of the spine was recorded. The 3D reconstruction of the spine was generated with RadiAnt DICOM Viewer. The entire surgical procedure was performed under general anesthesia. The volume of the inhaled gas is imposed by a respirator with a controllable frequency. The respiration rate was fixed at 10 breathing cycles per minute (period = 6 sec). We performed a posterior surgical approach to expose the spine from the fifth thoracic vertebra to the sacrum. At the end of this step, the spinous process, lamina, articular and transverse process were exposed for each vertebra.

For each vertebra, the surgeon placed the probe on the left articular process, the spinous process, and the right articular process successively. The robot was set to co-manipulation mode, such that the surgeon could manually move the robot to the desired position. Once the probe was in contact with the bone surface, we put the robot in the force control mode applying a force of 1 N, helping keep contact with the bone without sliding, while following the breathing movement. At each step, we recorded the respiration-induced spine movement for 30 seconds, i.e., 5 breathing cycles. The robot’s joint positions were recorded and converted to Cartesian coordinates at the tip of the mechanical probe. The coordinates were finally obtained with respect to the coordinate system attached to the spine (see Fig. 2B). The measured spine movements at different levels were synchronized by cross-correlation between the signals. For each vertebra, we computed the centroid of the three measured points (left and right articular and spinous process).

RESULTS

As shown in Fig. 1, the range of motion (Mean ± 2SD) along the Z-axis (vertical, 3 mm ± 1.4 mm) is the most significant compared to the X- and Y-axis (0.4 ± 0.3 mm and 0.3 ± 0.2 mm, respectively). Such a variation between vertebrae suggests that a spine mock-up (or an ex-vivo spine sample) animated by a global rigid motion would not reproduce accurately, in the lab, the vertebrae movements observed in the operating room (OR). Focusing now on the lumbar spine only, we can observe a more regular variation of motion range, from 2.2 mm (L5) to 3.7 mm (L1). An approximation of the Z displacement for each vertebra can be given by a Fourier series:

\[ \Delta_z = a_0 + \sum_{i=1}^{2} a_i \cos \omega t + \sum_{i=1}^{2} b_i \sin \omega t, \]

where \( \omega = 2\pi/6 \approx 1.05 \) and the best fitted \( a_i \) and \( b_i \) values are given for the different vertebrae in Table I.
We thus suggest several different options to animate either a rigid spine mock-up that can be 3D-printed from a spine CT-Scan, or an ex-vivo pig spine sample that can be acquired at a butcher shop, as in Fig. 3:

(I) Using a simple 1-DoF (degree of freedom) translation device, that can not be dynamically programmed and can only be parameterized by the shape of a rotating cam, one can use the parameters for the average movement (last column). The average resulting difference, compared to the real movement, would therefore be limited to $\approx 1 \text{ mm}$ (25% normalized difference). (II) Using a fully programmable animating device, like the robot used in Fig 3, one can adapt the programmed movement for each vertebra using the values given in the column.

### TABLE I Parameters of the movement along Z-axis (mm)

<table>
<thead>
<tr>
<th></th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
<th>L4</th>
<th>L5</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>1.41</td>
<td>1.25</td>
<td>1.09</td>
<td>0.99</td>
<td>0.85</td>
<td>1.11</td>
</tr>
<tr>
<td>$a_1$</td>
<td>1.23</td>
<td>1.09</td>
<td>0.95</td>
<td>0.82</td>
<td>0.68</td>
<td>0.95</td>
</tr>
<tr>
<td>$b_1$</td>
<td>1.24</td>
<td>1.12</td>
<td>0.98</td>
<td>0.86</td>
<td>0.74</td>
<td>0.99</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.18</td>
<td>0.15</td>
<td>0.14</td>
<td>0.11</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.57</td>
<td>0.51</td>
<td>0.44</td>
<td>0.39</td>
<td>0.32</td>
<td>0.44</td>
</tr>
<tr>
<td>rmsd</td>
<td>0.15</td>
<td>0.14</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.13</td>
</tr>
</tbody>
</table>

**DISCUSSION**

This study showed a movement of 2.2 mm to 3.7 mm in the lumbar spine. This study reports higher ranges compared to the literature, possibly due to different experimental conditions. For example, a previous study [3] was conducted on a dead pig while this experiment was conducted on a live pig. The thoracic spine has a higher movement range than the lumbar spine because it is located above the lungs. The upper thoracic spine is attached to the thoracic cage, resulting in less movement, while the lower thoracic spine (T11-T15) has floating ribs, allowing for a higher range of movement (> 4 mm). The study results can be applied to create ex-vivo experimental setups that mimic the in-vivo experimental conditions.
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INTRODUCTION

Up to half of the technical errors made by surgical trainees result from improper tool forces on tissue [1]. This skill inadequacy is exacerbated in robotic minimally invasive surgery (RMIS) due to the perpetual technical barriers prohibiting robust haptic (touch) sensations in clinical RMIS systems. Expert RMIS surgeons have developed a unique skill, termed visual-haptic acuity, that enables them to visually estimate the absent haptic sensations [2]. RMIS experts have developed this visual-haptic acuity through years of repeated surgical practice, on real patient tissue. For current RMIS trainees, limitations on working hours and caseloads severely constrain practice with real patient tissue [3]. Given that skill gained in virtual reality simulation does not always transfer to the real world [4], there is a critical need for a focus on visual-haptic acuity development.

Previous research has shown that supplemental haptic feedback provided during simulation-based RMIS training helps surgical trainees to reduce their applied forces when completing RMIS training tasks [5], and that this effect is sustained even when haptic feedback is removed [6]. In addition, supplemental haptic feedback has demonstrated the potential to help RMIS trainees increase accuracy (reduce applied forces) while also increasing speed (reducing task completion time) during RMIS training [7]. Unfortunately, the benefits of supplemental haptic feedback have not been demonstrated beyond basic simulated training environments. Additionally, we lack validated objective methods for specifically assessing an RMIS trainee’s ability to visually estimate haptic sensations when operating on real patient tissue.

In light of this need, we are developing a modular data acquisition and multimodality haptic feedback system (as shown in Figure 1) to catalyze visual-haptic acuity development for novice RMIS trainees. The system is capable of simultaneous acquisition of multiple time-stamped data streams from sensors internal and external to the RMIS platform and simultaneous feedback of various haptic cues in different rendering modalities. In our prior work [8], we demonstrated the efficacy of this system using an Intuitive da Vinci Si clinical robot. Here, we expand on this prior work to better understand how this system may be used for objective assessment of visual-haptic acuity during RMIS training, and real-time haptic feedback based on these assessments. We recorded surgical interactions between sensorized da Vinci instruments and an ex vivo porcine bowel as an intermediate and expert surgeon completed a simulated bowel running and knot tying task. Results highlight the difference in various kinetic metrics between intermediate and expert performance. When coupled to our haptic feedback devices, these measures can be used to both assess and augment tissue handling skill during training, which we envision will catalyze visual-haptic acuity development.

MATERIALS AND METHODS

One experienced robotic surgeon (>50 robotic cases on human patients) and one certified surgical educator (intermediate skill level) were recruited for the experiment. Participants performed one trial each of two RMIS training tasks on an ex-vivo porcine bowel with a da Vinci robot: 1) bowel running task and 2) three extracorporeal single throws of a square knot. Both participants provided informed consent according to a protocol (IRB00205668) approved by the Johns Hopkins University Institutional Review Board. The experiment lasted approximately 15 minutes and participants were compensated $10 for their participation.

As shown in Figure 1, the da Vinci Si was augmented with our ROS-based haptic feedback and data acquisition framework for measuring instrument forces and vibrations, as well as the forces applied to the tissue. Two Endowrist Large Needle Drivers, sensorized with trans-
increased complexity and difficulty of suturing compared to bowel running. Finally, the average tool accelerations were likely the same across both participants and tasks because the participants both had a baseline level of surgical experience that precluded them from producing clearly different magnitudes of vibration with the tools, as might be the case when comparing against the performance of a surgical novice.

Improving the tissue handling skill of novice and intermediate surgeons to the level of expert surgeons will require a focus on developing their ability to visually estimate the haptic cues generated by their tool-tissue interactions (i.e., visual-haptic acuity). The data generated by our system will be vital for both assessing a trainee’s visual haptic acuity as well as understanding the best way to augment it.
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1 INTRODUCTION

Background Medical robotics, particularly image-guided robotic systems, have revolutionized the surgical field by improving precision and accuracy. 3D Slicer (1), an open-source platform, has become a crucial tool in this field as it allows for visualization, processing, and registration of 2D and 3D medical imaging data, making it an essential component in current research in robotic intervention (2) (3). However, there is a missing component in 3D Slicer - a native physics engine for simulating the interaction of a robot with the anatomy. AMBF (4), an open-source software, was designed to address this issue by simulating the kinematics, dynamics, and interaction of complex surgical robots. By integrating 3D Slicer and AMBF using Robot Operating System (ROS), we can empower researchers to utilize both the extensive capabilities of 3D Slicer for visualization, processing, and registration of medical imaging data, and the physics-based constraint of AMBF for simulating the interaction of a robot with the anatomy. By combining these two platforms, researchers will have a comprehensive tool to study and develop projects in medical robotics, ultimately contributing to the advancement of the field.

Related Works Connolly et al. (5) have developed a module for 3D Slicer that can load a robot model in Universal Robot Description Format (URDF) and update it using ROS2 communication pipeline. Our work builds on their work but uses the original ROS platform which is still widely used in the robotics community. Additionally, our work extends the previous research by connecting 3D Slicer with the powerful dynamics simulator AMBF. This allows for more realistic simulations and testing for medical robotics research.

2 METHODS

Dependencies 1) 3D Slicer built from source, as the extension was developed within the 3D Slicer platform and a ROS node was incorporated to achieve the desired outcome. 2) ROS noetic, along with its standard packages, as the ROS communication infrastructure was used for the transmission of data between the various components. 3) AMBF and the plugin designed for the task, built from source. The AMBF plugin was utilized to construct the robot simulation and update the robot state within the 3D Slicer environment. It is important to note that these dependencies must be satisfied in order to successfully replicate the results presented in this article.

Robot Description Compared to Connolly et al., our project supports both URDF and a custom message structure that includes the rigid body name and mesh file path. This adaptation was necessary for the AMBF

Figure 1: Simulated robotic sinus endoscopy in AMBF (left), and real-time synchronized scene in 3D Slicer (right). The physics interaction between the robot and the anatomy in AMBF will be reflected in 3D Slicer.

Figure 2: Higher level structure of ROS Module connected with AMBF Simulator
simulator, which handles relative poses of the rigid bodies at a lower level, and allows direct queries of the poses of rigid bodies. At the initialization stage, the simulator writes a custom message to the ROS parameter server, which our 3D Slicer extension subsequently parses to load the robot’s rigid bodies.

**Robot State** The 3D Slicer ROS module utilizes the ROS Transformation package\(^1\) (tf) to obtain the robot’s state. Our AMBF simulator plugin updates each rigid body’s position through tf, allowing the 3D Slicer’s ROS module to query each rigid body’s transformation in relation to the world frame and update the corresponding models within the Medical Reality Modeling Language (MRML) scene.

**Synchronization** In order to synchronize the 3D Slicer with the simulator, a Qt timer was implemented in the ROS module of the 3D Slicer. With a rate of 200 Hz, it triggers the 3D Slicer to spin the ROS node and update the MRML scene’s robot model. This method avoids the additional computational costs of a ROS timer and eliminates the need for an extra synchronization method according to Connolly et al.

3 RESULTS

![Latency Evaluation](image)

**Latency Evaluation** For evaluating the performance of the system, the Galen Surgical Robot model comprising 25 rigid bodies and a skull model was loaded into AMBF. The 3D Slicer ROS module was designed to update at a maximum frequency of 200Hz. The evaluation consisted of actuating the robot within AMBF, and for each update, the time difference between the timestamp of the first rigid body’s tf transformations and the timestamps at the completion of the robot model update in 3D Slicer was recorded. We have Mean:13.64ms, Median:13.40ms, std:4.37ms. Since average delays in tf are less than 1 ms, we conclude that the source of delay is mainly from robot model updates in 3D Slicer. The statistics show that delay of the ROS module is stable at around 13ms.

**Compatibility** Similar to (5), the 3D Slicer ROS module is compatible with all ROS simulators as long as the simulator uses URDF for robot description and tf for robot state updates (e.g. RViz). In addition, the module is specifically modified to adapt to the AMBF simulator which uses a custom message for robot description instead of URDF.

4 DISCUSSION & CONCLUSION

In this study, a ROS module for 3D Slicer was developed, incorporating a ROS node. The module has the capability to extract URDFs from the ROS parameter server, load meshes for each link, and recreate the robot within the 3D Slicer scene. The module also demonstrates real-time synchronization of robot motion when used in conjunction with simulators such as RViz. Furthermore, it has been optimized to work with AMBF, by reading the mesh file path for each link from the parameter server and updating the robot’s motion based on the rigid body poses in the AMBF simulator. In conclusion, the developed ROS module serves as a crucial link between 3D Slicer and simulators, allowing for real-time synchronization of robot motion. This represents a practical contribution to the field of robotic intervention research and development that use 3D Slicer and simulators.

**Future work** For future work, we plan to extend our current implementation by developing a function that imports volumetric anatomy from the 3D Slicer to the AMBF simulator. This would allow us to reflect the physics interaction between the anatomy and surgical drill back to the 3D Slicer interface. The surgeons are more accustomed to the 3D Slicer interface because they can create target entry and exit points much more intuitively with 3D Slicer than with AMBF. Such workflow with 3D Slicer and AMBF can be used for interactive planning for hard tissue surgeries.
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INTRODUCTION
Minimally invasive surgery (MIS), e.g., interventional endoscopy and single-incision laparoscopy, has paved the way toward increased patient safety, fewer postoperative complications, and shorter recovery times [1]. The inherent compliant nature of soft robots makes them suitable for addressing current limitations in MIS, such as the lack of dexterity of rigid robotic devices; however, soft robots often lack adequate shape and contact sensing which makes them difficult to control [2], [3]. The future of laparoscopic surgical tools is moving toward flexible and soft robotic solutions for safer interaction with human tissue [4]. However, newly developed technologies lack effective embedded sensing [5]. This work presents a fully soft robot combining i) a soft optical sensorized multi-modal gripper for tip tracking and contact force sensing with ii) a multi-directional bending module with integrated 3D shape sensing (Fig. 1, a-b). The gripper embeds two soft pneumatic actuators to deploy the jaws, two soft pneumatic actuators to control grasping, and two fully soft optical waveguide sensors (WG) (one in each jaw) with tuned roughness to monitor both actuator tip positions and subsequent contact force on an object.

MATERIALS AND METHODS

A. Design and Fabrication: The 125 mm long, 36 mm diameter robot module and 50 mm long, 25 mm diameter gripper are fabricated using 3D printed and machined aluminum (Al) molds. Fig. 1, b shows a cross sectional view of the embedded soft optical sensor paths and highlights the roughened WG tip. We tune the response of the WGs by altering the roughness (R) of the Al molds used to fabricate them via laser micromachining. These selectively anisotropic WGs are then used to develop 3D shape sensing with a distinctly bidirectional sensor response (optical gain and optical loss in either opposite direction). The WGs consist of an optical cladding layer made with Mold Star™ 30, with refractive index $n_2 = 1.40$, and a core of Norland Optical Adhesive 73, with $n_1 = 1.56$. Light is coupled through a 1 mm diameter plastic optical fiber to emit (LED) and collect (phototransistor) the signals through the “U” shaped soft WG paths. The output power change through a sensor (P) is determined from the WG output in its base (undeformed) state ($I_0$) and the current measured signal ($I$) as: $P = 10 \log_{10} (I/I_0)$, where $P > 0$ corresponds to optical loss and $P < 0$ corresponds to an increase in light intensity or optical gain. Upon bending, light reflecting off of the smoother side (Direction 2) creates optical gain and the rougher side (Direction 1) creates optical loss (Fig. 1, c). Three soft pneumatic actuators are integrated to steer the robot module in all directions, and constant curvature modeling is used for mapping the WG responses to the tracked positions in the workspace (Fig. 1, a). Light intensity increases due to an applied contact force on the end of a roughened sensor tip, which causes bending in the opposite direction (Fig. 1, d, bottom).

B. Experiments: Fig. 1, e, shows CAD diagrams of the shape sensing module and gripper defining the constant curvature variables ($r$ and $\phi$) and deployment ($\alpha$) and bending ($\beta_1$ and $\beta_2$) gripper angles. To develop functions to track the predicted positions, the continuum robot was calibrated using an Aurora electromagnetic (EM) tracker, an Instron testing machine, and a DAQ to collect the WG output power changes of the robot module ($P_1$ and $P_2$) and gripper ($P_3$ and $P_4$) as well as the gripper actuator pressure at known positions. To validate our robot functionality in a simulated surgical scenario, we built a laparoscopic simulator. A graphical user interface (GUI) was developed in MATLAB to output the real-time shape sensing and...
RESULTS

A. Shape Sensing and Contact Force Accuracy Validation: The accuracy of the calibration of the gripper deployment, bending, and contact recognition was tested and the gripper predicted and true positions are compared at subsequent steps of deployment (Fig. 2, a) and bending (Fig. 2, b) both with and without subsequent contact. The contact recognition capabilities of a single multimodal tuned WG is validated by showing the predicted bending angle remaining constant after contact. Then, the accuracy of the force prediction of the soft gripper was tested between thicknesses of 10 mm to 21 mm to demonstrate the capability of picking up different sized objects (Fig. 2, c). Further, the shape sensing module is oriented throughout its workspace and the predicted position and shape of the module are compared to the true position of the EM tracker. The entire 3D projection of the tip position of the robot module compared to the true tip position had an average error of 3.4 mm (Fig. 2, d).

B. Peg Transfer Task: Our in-vitro test shows the ability of the robot to move in a mock laparoscopic environment and complete a peg transfer test with full shape sensing and contact force prediction relayed via the GUI. The results of the test are shown in Fig. 3 wherein the shape of the robot is tracked accurately from its base state configuration (Fig. 3, a) through moving to an object (Fig. 3, b), grasping it with force monitoring (Fig. 3, c), and releasing it in another position (Fig. 3, d-e).

DISCUSSION

Our roughness tuning fabrication approach for multimodal soft optical sensors allows for embedding more intelligence into soft robots without requiring many sensors and can improve closed loop control of soft robots. We have shown that our soft robot can predict force interactions with objects of varying sizes and monitor shape with minimal embedded sensors. Ultimately, this technology moves toward making MIS procedures easier for the surgeon and safer for the patient. The robot was able to demonstrate its ability to perform a peg transfer task in a mock laparoscopic environment while providing real-time shape sensing and contact force prediction to the surgeon via a GUI. Future works will focus on miniaturizing the system to fit within ports common to single-site laparoscopic procedures (i.e., 25 mm) and performing ex-vivo and in-vivo validation experiments.
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INTRODUCTION
Urinary bladder cancer is the tenth most common cancer in the world with an incidence of approximately 550,000 new cases each year [1]. Non-muscle invasive tumors are locally removed with trans urethral resection or chemotherapy, while invasive tumors (30% of cases) are generally treated with the surgical removal of the entire bladder and the urethra (radical cystectomy) to avoid recurrence [2]. Following cystectomy, ureterocutaneostomy (i.e., urine drainage from the kidneys to an external container) or neobladder reconstruction with autologous intestine are possible solutions. Although they are standard clinical procedures, they present several complications including possible onset of infections, rupture of the neobladder, tumor recurrence, as well as low patient’s quality of life [3].

This scenario motivates the development of alternative solutions to restore bladder functions, i.e., urinary continence and controlled micturition. Over the years, researchers moved towards the development of fully implantable bioartificial [4] and artificial [5] bladder systems. Considering the Valsalva maneuver (i.e., abdominal torsion) as a possible voiding strategy, two functions are crucial for a complete bladder system: urine collection and fullness sensitivity. In this regard, some preliminary sensing systems have been proposed in literature. However, the solutions are closely related to specific and not bio-inspired geometries [5] or suitable only for small animals [6].

In this framework, we propose a novel biorobotic organ composed of a soft hexagonal-shaped artificial bladder (AB) coupled to a resistive textile sensors-based volume monitoring apparatus. The foldable structure of the AB together with the small thickness and flexibility of the embedded sensors make the system compact and suitable for implantation. The design and fabrication processes are here shown together with a preliminary validation of the sensorized AB.

MATERIALS AND METHODS
System Overview
The proposed system (Figure 1a) is designed to be implanted in the abdomen following radical cystectomy to replace the urinary bladder. The main module is a latex AB sized to accommodate up to 250 ml of urine (volume of the first physiological need to void [3]). The urine produced by the kidneys enters the AB through two latex inlets, to be connected to the native ureters, and it is expelled through a fluidic outlet replacing the urethra. The bladder is shaped as a hexagonal polygon, inspired by origami, to occupy a little volume when empty, and to assume a shape similar to the natural bladder when full (i.e., spherical).

The prototyping material makes the AB walls non-stretchable, thus facilitating sensors integration. Only four walls of the AB can controllably fold to reach the closed configuration. To replace the lost proprioception system that allows to perceive the bladder fullness state, a textile sensing system has been integrated. The sensors are placed on the four foldable walls (two sensors each to follow both the cranial -near the ureters- and caudal -near the urethra- shape variations) to monitor the degree of closure/opening of the folds.

The complete system includes an implantable electronic unit to be surgically lodged in a subcutaneous pouch. To date, the electronic unit is replaced by bench-test electronics based on Arduino Mega.

Artificial Bladder Fabrication
The bladder prototype is obtained through simple fabrication steps (Figure 1b): i) twice dipping of a 3D-printed mold of the AB core (designed in SolidWorks) into an uncured latex reservoir followed by air curing (~4 hours); ii) positioning of semi-rigid acetate components (obtained by laser cutting) with bio-adhesive tape on AB walls as reinforcement; iii) twice dipping into an uncured latex container followed by air curing (~4 hours); iv) removal of the internal mold by making an incision, subsequently closed with additional latex pouring.

Sensing system
The volume monitoring system exploits the geometric features of the prototype and the unstretchability of the selected material. It is based on thin textile sensors, whose resistance changes according to their stretching. In the selected position, the extreme sides of the sensors are moved away from each other, thus stretching the central part of the sensor, as a consequence of the AB folds displacement during filling (Figure 1c). The eight rectangular sensors (10 mm x 25 mm) are obtained by laser cutting from a fabric of conductive material (Medtex P130, Shieldex). The extreme sides of the sensors (10 mm x 10 mm) are anchored to conductive wires and attached to the AB walls. The central and active area of each sensor is free to be stretched in the range 0-50% during the opening of the folds (Figure 1c). In fact, this range features a linear increase in output voltage of the sensors with their progressive lengthening. Each sensor was conditioned with a Wheatstone bridge.
Volume monitoring algorithm

By exploiting geometric considerations in the hexagonal-shaped prototype, the volume estimation algorithm is based on a 3D reconstruction (implemented in Matlab) of the bladder itself. Starting from the output voltage of each sensor, the percentage of elongation of the central part is derived (based on previous sensor calibration), and the opening angle of each fold (both in cranial and caudal positions) is estimated. The AB volume is obtained as the sum of a prism and two pyramids placed at the top and bottom ends. Positioning the origin of the Cartesian axes at the center of the AB, the relative positions of each edge of the polygon at the base of the prism and the pyramids are obtained starting from the opening angles of the AB folds.

In vitro validation

To evaluate the functioning of the system, filling tests (0-250 ml range) are performed by injecting water in the prototype with a motorized syringe pump (Figure 2a). At each timepoint, the output voltage of each sensor is read by an Arduino Mega and sent to a custom Labview interface. The data are subsequently imported in Matlab for volume reconstruction. The filling volume estimated by the algorithm (V_{estimated}) is compared with the volume injected by the syringe (V_{injected}) to observe the estimation errors made by the system. Three filling cycles are performed by positioning the prototype horizontally on the bench.

RESULTS

Figure 2b shows the relationship between V_{injected} and V_{estimated}. Although the algorithm is able to monitor the bladder filling, there is a tendency to underestimate the urine volume. For filling volumes below 25 ml high estimation errors are observed. However, in the filling range 25-250 ml an average estimation error of 24.55±20 ml is obtained. When the bladder reaches its maximum capacity (250 ml), the algorithm estimates a maximum volume of 225.28 ml.

DISCUSSION

This study reports the design of a novel implantable urinary bladder characterized by an origami-inspired hexagonal shape to enable opening/closing during filling and emptying bladder phases. The AB is combined with a sensing system for volume monitoring based on flexible and thin sensors embedded in the bladder structure. An ad-hoc algorithm exploits the output voltage values of the sensors to estimate the degree of opening of each bladder fold and reconstruct the 3D shape of the bladder. The preliminary validation of the prototype showed good performances of the system, with a tendency to underestimate the filling volumes.

The choice of a biocompatible soft material, as well as the design of miniaturized electronics will allow the authors to pave the way towards a fully implantable AB system.
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INTRODUCTION

Lung cancer has long been one of the deadliest forms of cancer in large part due to the difficulty in diagnosis when at its earlier stages [1]. Because of their large diameter (i.e., ≈ 6 mm) preventing them from navigating in the peripheral lung, traditional bronchoscopes used in minimally invasive biopsy encounter difficulty when trying to reach smaller, deep-seated lesions [2]. Robotic solutions have been developed to address these limitations in surgical navigation. Commercial robotic bronchoscopy systems, like the Auris Monarch™ and Intuitive Ion™, consist of tendon-actuated continuum robots which focus on navigation and biopsy deeper into the lung periphery [3]. Soft robots present a promising alternative to these commercial robotic systems due to their scalability, inherent flexibility, and potential for safer interactions with biological tissue, making them well-suited for procedures in the peripheral lung [4]. Furthermore, the materials used in soft robotics are generally more economical and allow seamless integration of soft robotic actuation and sensing mechanisms. Exploration of various actuation methods, such as magnetic and fluidic, have demonstrated navigation capabilities in hard-to-reach areas of the lung and the ability to integrate useful tools, such as needles and cameras [5], [6]. However, with miniaturization, the ability of soft robots to transmit forces and interact with the surrounding biological tissue diminishes.

We propose a 3.5 mm diameter soft robot with embedded degrees of freedom (DOFs) for tip steering, tip stabilization, and needle deployment for tissue biopsy in bronchoscopy procedures (Fig. 1). Via soft actuators embedded in its continuum body, the robot can navigate through the lung branches to the target lesion and anchor itself within an anatomical channel. After anchoring, a needle may be deployed from the robot tip using an origami-inspired soft actuator to puncture the target lesion and take a biopsy. The fluidic actuated DOFs embedded in the proposed robot seek to reach deeper into the lungs, actively increase force transmission at the millimeter scale, and distally control the biopsy needle laying the framework for enhanced surgical capabilities in minimally invasive bronchoscopy procedures.

MATERIALS AND METHODS

The continuum body, seen in Fig. 2A, holds two actuation chambers, one off-center along its axis for steering and one circumferential around its tip for stabilization via radial expansion. The tip needle deployment DOF of the robot consists of a 3 mm diameter bellows actuator with a mounted needle, as shown in Fig. 2B. The robot is fabricated using a series of molding processes for the continuum body and a heat-pressure based method for the needle deployment DOF. The base of the continuum body, made of DragonSkin 10, is molded with the axial chamber and base of the circumferential chamber. The stabilization membrane is subsequently molded using Ecoflex 00-30 to promote the radial expansion of the stabilization DOF, as seen in Fig. 2C. The axial chamber, shown pressurized in Fig. 2D, is sealed at the tip of the continuum body to complete the steering DOF. The needle deployment DOF is fabricated by the heat-pressure induced bonding of thermoplastic elastomer (TPE) (Stretchlon 200, Fiber-Glast USA) and masking of fluidic chambers via PTFE films. Each layer of TPE and PTFE is laser cut with a circular pattern and layered such that the resulting bellows are connected in series, as seen in Fig. 2B. The resulting actuator is fitted with stainless steel plates to mount a biopsy needle and fixed to the robot tip using Sil-Poxy adhesive.

RESULTS

To characterize the increase in force transmission due to stabilization, the robot was fixed in a 6 mm diameter tube and a displacement of 2 mm was applied to its tip with an ATI Nano17 force sensor. Force was measured over three repetitions for when there was no stabilization and with stabilization deployed. Force characterization of the stabilization DOF found that the effective stiffness of the...
tip increased by $5\times$, as seen in the results in Fig. 3A.

To verify the force transmission to the needle, the needle deployment DOF was mounted to the Nano17 force sensor ≈6 mm away from a tissue simulator made of 10% by weight gelatin (Knox Gelatin) and pressurized with air to 100 kPa to puncture (Fig. 3B). Two separate speeds were used to measure force. The slower speed pressurized the mechanism in 5 kPa steps up to 100 kPa over 60 seconds. The faster speed pressurized the mechanism immediately to 100 kPa within 1.75 seconds. Both speeds yielded similar results with the average recorded force necessary to puncture being 0.06 N. The measured result aligns with the previously determined force to puncture lung tissue of 0.088 N [6]. Puncture of the tissue simulator was visually confirmed by injecting pink dye, as seen in Fig. 3B.

An in-vitro test was performed by imitating a bronchoscopic biopsy procedure. The soft robot was inserted into a 3D printed lung model (Elastic 50A, Formlabs, USA) to demonstrate the intended surgical workflow of steering to the target (Fig. 4, A-B), stabilizing within the branch (Fig. 4, C), and deploying a needle into the tissue simulator (Fig. 4, D). Pink dye was again injected into the tissue simulator at the end of the lung model for visual confirmation of biopsy. The continuum body was dyed green for clear visualization within the lung model.

**DISCUSSION**

This study demonstrates the potential to give surgeon’s greater control over their tools in interventional bronchoscopy by integrating multiple distal DOFs into a mm-scale soft robot. The robot actively increases tip forces during biopsy and distally controls a biopsy needle. At a 3.5 mm diameter, the robot can reach deep into the lungs with the advantages over commercial bronchoscopy systems being high flexibility, safer tissue interactions, and a needle that initiates puncture from the tip. Further, the robot can achieve these advantages due to the ability to actively increase stiffness by $5\times$. It uses this greater stiffness to transmit the measured 0.06 N force through the needle from its tip rather than through the body of the bronchoscope as is done in current biopsy procedures. The proposed robot can successfully steer, stabilize, and puncture within our mock anatomical setup demonstrating its ability to operate in a similarly scaled environment. Future work will also focus on ex-vivo and in-vivo animal experiments to validate the robot on biological tissue.
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INTRODUCTION

The diaphragm is a critical muscle for the respiratory system, responsible for up to 70% of the inspiration effort. Phrenic nerve trauma or neuromuscular disease can generate severe diaphragm dysfunction that ultimately leads to respiratory failure [1]. The current treatment for patients with severe diaphragm dysfunction is permanent airway tethering to mechanical ventilation, which greatly impacts patient’s quality of life and autonomy by hindering activities like speech, swallowing, and mobility. Soft robots are ideal to assist in complex biological functions like the contraction of the diaphragm. Diaphragmatic mechanical assistance using implantable soft robots has shown promising results in restoring respiratory function [2]. However, the design of the soft robotic actuator can be optimized to effectively assist the diaphragm. Here, we present a soft robotic pneumatic actuator that inverts its curvature to efficiently displace the diaphragm and assist in the inspiratory effort, restoring physiological thoracic and abdominal pressurization levels. Moreover, we show how the respiratory simulator can replicate clinically relevant pleural pressure (P_{pl}) and abdominal pressure (P_{ab}), demonstrating its potential as a platform to validate this technology.

MATERIALS AND METHODS

The soft robotic actuators used in this work are composed of a thermoplastic polyurethane (TPU) and an inextensible nylon woven fabric. By increasing pressurization, the TPU stretches, while the fabric acts as the strain-limiting component, constraining linear expansion and generating bending motion. If both ends of the actuator are constrained vertically then a displacement (∆d) at the middle of the actuator is generated (Fig. 1 A). To determine how much displacement the actuator is generating, when it is pressurized, a finite element model was developed and validated experimentally (Fig. 1 B).

A modified version of a respiratory simulator, described in [3], is used as a benchtop model to replicate the motion and function of the diaphragm. Tendon are attached to an elastomeric diaphragm-like layer and pulled-down with the rotation of a DC motor (GB37-150, Pololu Corp.). High fidelity motion of the diaphragm is achieved by using positional closed-loop control of the motor. The elastomeric diaphragm divides two acrylic airtight chambers that represent the thoracic and abdominal cavities (Fig. 2). The cavities are instrumented with pressure transducers (PRESS-S-000, PendoTech) and pressures are recorded using a PowerLab System. Diaphragm dysfunction is simulated by reducing the rotational displacement of the motor by 50%, with 100% being the baseline. Rotational displacement for baseline condition is manually adjusted to replicate physiologic pleural pressure (P_{pl}) ranges from -3 to -5 cmH₂O [3]. Transdiaphragmatic pressure (P_{di}) is a metric for diaphragmatic function and is expressed as the difference between the abdominal pressure and the pleural pressure (P_{di} = P_{ab} - P_{pl}) [4]. The assisted condition is simulated by pressurizing the soft actuators while maintaining the dysfunction condition (50% of rotational displacement). The pneumatic soft actuators are pressurized using a custom electropneumatic control system previously described in [2]. The nominal peak pressure for the input waveform was 0.35 MPa. A respiratory rate of 12 breaths
per minute is simulated for 10 consecutive respiratory cycles for each condition (baseline, dysfunction and assisted). One-way ANOVA and Tukey’s Honestly Significant Difference (HSD) were used to evaluate significance between conditions.

RESULTS

The respiratory simulator presented in this work is able to replicate clinically relevant respiratory pressure waveforms for baseline and dysfunction conditions (Fig. 3). Baseline average $P_{di}$ is 6.22 cm H$_2$O, for diaphragmatic dysfunction, $P_{di}$ is reduced to an average of 3.78 cm H$_2$O. In the assisted condition, the soft robotic actuator is capable of restoring or even augmenting $P_{di}$ from the dysfunction condition to an average of 7.19 cm H$_2$O (Fig. 4).

DISCUSSION

The results indicate that the simulator can be used to: 1) replicate diaphragmatic function and physiological pressurization levels; 2) simulate diaphragmatic dysfunction by changing the rotational displacement generated by the motor; and 3) mimic the effect of diaphragmatic mechanical assistance. Moreover, the soft robotic pneumatic actuators are able to produce substantial augmentation of the transdiaphragmatic pressure from the dysfunction condition, showing their capability to assist diaphragmatic dysfunction.

Future work includes evaluation of the diaphragmatic displacement as well as the actuators’ performance for different abdominal compliances. Moreover, additional characterization of the positioning and durability of the actuators is required to further optimize the performance of the mechanical assistance. For the soft robotic system, future work involves synchronized actuation and closed-loop feedback control of the actuator.
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INTRODUCTION

In recent years, medical microrobots have emerged as a non-invasive solution to many medical interventions [1, 2]. Soft continuum magnetic robots (SCMRs), a class of soft robots, were introduced as a promising method for endovascular intervention [1]. The small scale, adaptability, flexibility, and high controllability of SCMRs made them well suited for the clinical applications.

The SCMRs originally introduced for endovascular intervention [1, 3], however, utilised rigid permanent magnets within their structure, increasing the risk of vascular trauma during deployment. Therefore, fully soft continuum magnetic robots (FSCMRs), made of magneto-responsive soft material, were introduced to improve their clinical implementation [4].

Imparting a lengthwise magnetisation profile into FSCMRs, full body shape forming is possible under application of homogeneous magnetic fields, improving conformation to anatomical structures. Shapes have been predicted for homogeneous electromagnet (EM) generated fields using computational models [5], and through permanent magnet (PM) actuation with mathematical models [6]. However, the whole-body modelling of FSCMRs under actuation via combinations of PM- and EM-generated fields has not been explored.

The presented study introduces a computational model to capture FSCMR shape-forming via independent and simultaneous PM (up to two) and EM actuation. The accuracy of this model is validated with the experimental data.

EXPERIMENT SETUP

The experimental setup consists of three main parts (shown in Fig. 1): (1) an EM external magnetic field generator (MFG100 system), two robotic arms (DoBot Magician), camera (Basler, puA1280-54um) and a computer for monitoring; (2) FSCMRs with a diameter of 600 µm and length of 25 mm; and (3) a 3D-printed 120 mm square test bed and FSCMR holder, arranged to align its centre with the centre of FSCMR and the EM field generator, and 3D-printed holders to host the PMs and attach to the robotic arms.

SIMULATION

COMSOL Multiphysics (V. 6) software was used for computational modelling of the FSCMR within inhomogeneous magnetic fields, using the mechanical properties introduced in [5]. Simulated magnetic fields were produced to match three distinct actuation scenarios: (i) one PM; (ii) two PMs; and (iii) hybrid system consisting of one PM and the EM system. For each scenario a range of actuation parameters were tested, varying the PM position and direction, and EM field magnitude and direction.

VERIFICATION

The experimental range bounded the PM movement from 20 mm to 45 mm (x direction) with 5 mm steps and from -45 to 45 (y direction) with 5 mm steps and covered the three scenarios introduced above. Each scenario and parameter combination were simulated using the computational model and replicated experimentally, with the FSCMR in an aqueous environment. Image processing (MATLAB, MathWorks, USA) was used to extract FSCMR shapes from the experimental and computational data for comparison. To assess the
suitability and accuracy of the proposed numerical platform, two parameters were considered: (1) the shape classification of the FSCMR, and (2) the tip position of the FSCMR. Shape classification was evaluated based on attainment (through polynomial fitting) of one of eight independent shape categories, identified from the range of experimental data (as illustrated in Fig. 2). Tip position accuracy was calculated as 89.63 % ($e = \frac{r_{\text{exp}} - r_{\text{sim}}}{r_{\text{exp}}}$, where index exp and sim indicate experiment and sin shows the simulation results, and $r$ is the tip vector of the FCSMs that is $\sqrt{x^2 + y^2}$).

Fig. 2 shows comparisons for eight body shape categories, with tip deformation errors ranging from 3.3% to 14.34%. In scenario one (one PM), 20 permanent magnet positions were studied, resulting in 85% similarity in shape classification with a 5.34% tip position deviation. In scenario two (two PMs), 15 different positions with three different effects were tested, resulting in 82.5% shape similarity with an 11.61% tip position deviation. In the hybrid (PM-EM) implementations, shape classification had similar results in all cases, with an average tip position deviation of 12%. Although the error level in predicting the tip position of the soft robot may seem high in some cases, it is considered an acceptable error since it does not result in physical contact between the robot's tip and the boundary of the vessel.

**DISCUSSION AND CONCLUSION**

A computational model has been proposed in this academic paper for predicting the shape of a soft robot under different actuation scenarios using the COMSOL software. The accuracy of the platform has been assessed through experimental data, and the results indicate that the model has an acceptable accuracy in predicting the shapes and tip positions of FSCMRs under a hybrid actuation system. Although there were some discrepancies between the predicted and experimental data, the errors were deemed acceptable as they did not result in collisions with the vessel wall. Overall, the proposed computational model can be used as a predictive tool for designing or guiding soft magnetic robots under more versatile hybrid actuation scenarios, while preventing them from contacting hypothetical boundary constraints.
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INTRODUCTION

Laparoscopy can improve outcomes and patient recovery times compared to open surgery. However, the minimally-invasive nature of these procedures deprives clinicians of tactile feedback which, when coupled with pinching graspers that deliver high-stress concentrations, increases the likelihood of inflicting iatrogenic trauma upon tissues, especially the small intestine [1]–[4]. Retraction of the small intestine is often necessary to visualize and access nearby tissues [5], [6]. Commercially-available devices rely on passive structures to hold intestinal segments and do not embed compliance [7]. Prior research on surgical retractors has focused on granular jamming [5], pneumatic balloons [6], and either cable-driven [8] or vacuum [9] graspers. However, these devices are challenging to integrate into surgical workflows, require auxiliary instruments, and do not provide feedback regarding tissue interaction forces.

We introduce a laparoscopic grasper capable of passing through an 18 mm trocar, expanding to a controllable width once inside the abdominal cavity, and safely enveloping the small intestine to enable retraction. Upon entry into the abdominal cavity, the grasper establishes an initial hold on a target intestinal segment by pulling vacuum through the suction unit on its distal tip (Fig. 1[a]); this functionality helps the surgeon isolate the target intestinal segment from surrounding bundles. Once a preliminary suction hold has been established, the grasper envelops the intestine by inflating a pair of pneumatic fiber-reinforced soft actuators (FRSAs) (Fig. 1[b]-[c]), whose separation can be modulated up to 40 mm using a miniaturized scissor lift mechanism (MSLM). This approach distributes the force necessary to grasp and hold the intestine over a large surface area (i.e., the whole surface of the FRSAs) rather than concentrating it in a small region, allowing safe, robust grasps even on dilated intestinal segments. Inflation of the FRSAs and suction are controlled using two buttons (Fig. 1[d]). The horizontal position of the FRSAs and the separation between them are independently actuated via two linear motors, which the surgeon controls using a rocker switch and trigger, respectively (Fig. 1[d]). Each actuator is equipped with two soft sensors to interpret 3D interaction forces via a machine learning algorithm.

Fig. 1 [a] Activation of suction, [b] deployment of FRSAs, and [c] envelopment of intestine. [d] Complete grasper in [e] closed and [f] deployed configurations.

MATERIALS AND METHODS

The FRSAs are fabricated using Dragonskin 20 (Smooth-On), and are 70 mm in length with a semicircular cross-section of diameter 8 mm. The FRSAs are biased to perform a bending motion when pressurized due to a strain-limiting layer of Muslin fabric and Kevlar fiber wrappings (McMaster-Carr). One end is sealed with additional Dragonskin 20, and a custom pneumatic interface composed of Grey v4 Resin (Formlabs) is partially inserted into the open end for structural rigidity.
The FRSA s are deployed via the MSLM, which can adjust the separation of the actuators anywhere between the closed configuration (Fig. 1[e]) and 40 mm (Fig. 1[f]), sufficient to envelop both healthy and pathologically dilated segments of the small intestine [10]. Each FRSA is equipped with a pair of soft magnetometric sensors (see Fig. 1[f]) to monitor tissue-tool interaction forces during grasping. The soft force sensors consist of a triple-axis magnetometer (Melexis) and a 1.6 mm diameter, 0.8 mm thick N52 NdFeB magnet (K&J Magnetics) embedded in Ecoflex 00-50 (Smooth-On). The sensors transduce a 3D force input into a nonlinear, coupled 3D magnetic field vector output. A TensorFlow dense neural network (DNN) with three hidden layers was used to interpret sensor calibration data, given its simplicity, accuracy, and microcontroller compatibility. Electrical signals are routed using a printed circuit board (PCB) that conforms to the FRSA curvature. This flexible PCB consists of alternating layers of spin-coated Ecoflex 00-10 silicone (Smooth-On) and 500 µm-thick laser-cut copper traces (McMaster-Carr).

The stroke of the FRSA s was determined using an electromagnetic tracking system (Northern Digital Inc., Aurora), and the forces generated at their tips were obtained via a blocked force test using a NANO17 6-axis force transducer (ATI Industrial Automation Inc.). The soft sensors were calibrated using the NANO17 and a U5e Universal Robot, and the ability of the grasper end-effector to hold a tissue sample was assessed using standard weights and an explanted porcine small intestine.

RESULTS
Results of the FRSA stroke and force tests are reported in Fig. 2[a-b]. The FRSA s bend with radius ≈ 22 mm, and exert >2.5 N at their tip. When pressurized to 250 kPa, the grasper end-effector can hold 500 g (Fig. 2[c]), and retract an explanated porcine small intestine (Fig. 2[d)]. The DNN uses an 80% training - 20% validation data split and 100 epochs to interpret soft sensor calibration data; the forces recorded by the NANO17 are plotted against the DNN-predicted values in (Fig. 2[c]-[g]). The maximum mean absolute error was found to be 0.16 N in a normal force range of 0–10 N and a shear force range of 0–2 N.

DISCUSSION
We introduce a laparoscopic grasper capable of retracting the small intestine via atraumatic envelopment. The utilization of inherently compliant FRSA s, accompanied by a deployable MSLM and an array of soft sensors capable of transducing 3D forces, enable the proposed device to manipulate intestinal segments safely. Future work will focus on in-vitro testing using abdominal phantoms and evaluating grasping of simulated dilated intestines.
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INTRODUCTION

The incidence rate of colorectal cancer ranks third among all cancers, which is a serious threat to human health [1]. Endoscopic submucosal dissection (ESD) is an effective endoscopic surgical method for early gastric and colorectal cancers [2]. However, ESD is a procedure with high technical requirements, which brings a higher risk of complications and requires long training for clinicians [3].

Robots are expected to simplify ESD procedures and reduce training time. But there is no standard flexible robotic endoscope at present. Soft robots can potentially offer better adaptability and safer interaction with the environment. As such, they hold great potential in solving the technical challenges of the current minimally invasive surgery (MIS), which are difficult to be solved by rigid robots.

Here we demonstrate an inflatable robot which is largely made of flexible plastic film. In the deflated state, it is easy to collapse, fold and roll into a small size, promising easier delivery by a carrier endoscope to the proximal colon. After reaching the target site, the robot is inflated and the surgery is performed. This work is based on the inflatable Cyclops robot [4][5]. However, small folded hydraulic actuators are used to replace the contraction-based pouch actuators used in [5], which have a larger size. The anchor points of the cables with planar layout replace the spatial layout in [4], which reduces the axial size of the robot, allowing it to pass through the colon bends more easily. Folded actuators made of an airbag are flexible and adaptable [6]. The actuator volume is very small under deflated condition, but it can achieve large deformation after inflation. The proposed actuator uses a folded chamber to pull the cable to produce a large displacement without the need of displacement amplification mechanisms. In the deflated state, the length of soft scaffold of the robot is about 65mm, and the overall size of the robot is 100mm ×6mm×20mm. In the state of inflation, the soft scaffold deploys into a hexagonal prism with a length of 55mm, and the bottom side length of the prism is 30mm. The tip workspace of the robot can reach 40mm in all three directions of the local coordinate system.

MATERIALS AND METHODS

Fig. 1 Test of the hydraulic folded actuator. (a) Working principle of the folded actuator. (b) An actuator manufactured by laser welding. (c) Relationship between liquid input in the actuator and actuation displacement under different payloads. (d) Single actuator control and antagonistic control results.

Figure 1(a) shows the working principle of the actuator. Initially shown is a folded chamber with no liquid or gas in it. One end of the chamber is connected to a cable through a small hole, which then connects to a slider. When the chamber is inflated, the folded chamber will deploy and pull the slider to move. When the chamber is fully deployed, the displacement of the slider is nearly equal to the length of the chamber. Figure 1(b) shows a fabricated actuator, which is made of plastic film laser welded as shown in [4]. The length of the inflatable part of the actuator is 25mm and the width is 15mm. Due to the incompressibility of liquid, a hydraulic actuator can be open-loop controlled. Here we use tape water as hydraulic media. The cable is connected to a slider with a retroreflective marker. The cable displacement is measured by tracking the position of the marker. Figure 1(c) shows the relationship between the cable displacement and the liquid input in the actuator. To make the cable reciprocate, weights are hung on the cable via a pulley. The displacement of the actuator almost reaches the length of the chamber. When the
actuator is in a large displacement, the hysteresis decreases as the payload increases. This is because when the payload is small, the chamber has a certain stiffness. Even if it is not completely filled with liquid, it still has some stiffness and is not easily folded. The mathematical expression of the plot is obtained by curve fitting, which can be used for position control of the actuator. Figure 1(d) shows the position tracking results of a single actuator and of a pair of actuators in antagonistic mode. When the payload is 100g, the tracking accuracy for single actuator is high. In this case, the accuracy may decrease if the payload is unknown. In the antagonistic mode, the cable tension between two actuators is unknown, so tracking accuracy decreases.

RESULTS

Figure 2(a) shows a parallel robot driven by 6 cables, including a rigid scaffold, six proposed actuators and a cylindrical instrument. The cables are connected to the instrument through PTFE tubes in the rigid scaffold. Figure 2(b) shows the workspace of the robot, in which the cable displacement limit is considered. Figure 2(c) shows the test setup. Three retroreflective markers are fixed on the scaffold and one marker is fixed at the tip of instrument. Positions of the markers are tracked by an optical motion tracking system. Figure 2(d) shows the result of scanning a spatial spiral path.

A robot with a soft inflatable scaffold was also built. The folded actuators were welded inside the soft scaffold which was previously developed in [4]. This robot version is a monolithic device as the scaffold and actuators are included in a single piece. Figures 3(a) and (b) show the folded and unfolded states of the robot. In the folded state, the deflated robot is folded and rolled around the instrument. Figures 3(c1-c4) show different poses of the actuated instrument.

DISCUSSION

The proposed robot can realize 5-DOF motion of the Cyclops robot in [4]. This means that the pitch and yaw angle of the instrument can be adjusted when its tip is fixed on a certain position. In the soft robot system, 6 folded hydraulic actuators are mounted in a confined space, but they do not collide with each other when working as the actuators are small enough. This robot is going to be used in phantom studies. Being a cable-driven parallel robot, antagonistic actuation is required, which somewhat reduces the achieved open-loop tracking precision. This is due to cable friction and variable cable tension. The second reason may be that the two folded parts of the chamber do not perform the ideal movement when folding and unfolding as shown in figure 1(a). For example, the crease sometimes does not appear in the desired position. In future work, in-built sensors can be applied to help measure or estimate the cable tension to improve the actuator and robot control accuracy.
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INTRODUCTION

Capsule robots have the potential to provide untethered access to the gastrointestinal tract and perform simple tasks that could reduce invasiveness and provide a better alternative method of access than an endoscopy or colonoscopy. Current state-of-the-art for capsule robots already fulfill the need for inspection, but there is a gap that exists between the capabilities of current capsule robots when compared with those of endoscopic surgical robots [1]. For example, strictures occurring throughout the gastrointestinal tract due to inflammation or Crohn’s disease needs a source of pressure to break the strained organ and unblock the stenosis. Additionally, access to the distal parts of the small intestine remains difficult even for Endoscopic Balloon Dilation (EBD). A capsule robot with an actuator that can provide volumetric expansion could fulfill both of these needs, i.e., opening the lumen at a stricture site, anchoring for surgical procedures in difficult-to-access GI areas.

This paper presents a capsule robot prototype, of 14 mm diameter and 28 mm length, with a soft internal actuator capable of providing wireless volumetric expansion as seen in Fig. 1. The inflation of the capsule is based on the chemical reaction between NaHCO$_3$ and C$_6$H$_8$O$_7$, which releases carbon dioxide (CO$_2$) gas. The inflation of the internal actuator is wirelessly controlled through magnetic induction which generates thermal energy. The capsule also deflates over time due to the CO$_2$ being slowly reabsorbed into water as carbonic acid (H$_2$CO$_3$). Mechanisms that can provide wireless expansion, such as using a wireless electronic module with a pump to inflate and deflate a balloon, using liquid-to-gas transition of chemicals as the source of expansion, or using chemical reactions that release gas as a source of pressure have been previously presented [2]–[4]. However, the method of actuation should not require operating at temperatures that can cause permanent tissue damage [5]. In the current work the generated thermal energy is below limits of hyperthermia [5].

![Fig. 1](image-url) (a) Drawings showing a cross-section view of the robotic capsule dilating a section of the intestine and then deflating. (b) Images of the capsule before and after inflation.

The chemicals and the dissolution medium used are all safe for ingestion, making them suitable for gastrointestinal applications, and the capsule design provides a novel and promising alternative for ballooning operations without using electronics or a battery.

MATERIALS AND METHODS

The capsule has a rigid hollow core which is encapsulated by a soft membrane. The rigid core, made of PLA, limits the longitudinal expansion of the soft membrane so that the capsule only expands radially against the walls of the intestine. The hollow structure of the capsule allows the passage of food through the GI lumen. A neodymium magnet of 12.7 × 3.2 × 1.5 mm length, width and height respectively, is attached on the rigid body for navigation. The reactants are stored separately in solid rings of gelatin,
The inflation and deflation capacity of the capsule was tested on a benchtop setup in which the capsule was submerged in a beaker of warm water starting at 36°C. The inflation was measured using video tracking the water displaced in the beaker over time, and the temperature was monitored using a thermocouple.

acting as the dissolution medium which ensures that they do not mix without thermal input. For the fabrication of citric acid gelatin rings, 170 mg of gelatin, 384 mg of water, and 92 mg of \( \text{C}_6\text{H}_8\text{O}_7 \) were used. For bicarbonate gelatin rings 102 mg of gelatin, 460 mg of water, and 110 mg of \( \text{NaHCO}_3 \) were used. The capsule is filled with 2 ml. A 0.1 mm thick copper sheet is wrapped around the rings which acts as the thermal energy receiving medium. The magnetic fields are provided by a low power induction system producing 5 mT magnetic field alternating at 27 kHz, which heats up the copper sheet inside the capsule [6]. The soft membrane that forms the ballooning body that interfaces with the tissue is made out of Ecoflex 00-30 (Smooth On Inc.).

The inflation and deflation capacity of the capsule was tested on a benchtop setup in which the capsule was submerged in a beaker of warm water starting at 36°C. Inflation was measured using video tracking the water displaced in the beaker over time, and the temperature was monitored using a thermocouple.

RESULTS

The dilation profile of the capsule, measured across five trials, is shown in Fig. 2. The heat was applied in the first 30 minutes of the experiment, where the temperature outside the capsule, and in the proximity of its expanding walls, reached a maximum of 42.5 °C, which is below the limits of cell hyperthermia [5]. The actuation pattern shows a repeatable behavior of the inflation mechanism, with a maximum standard deviation of 1.67 and minimum of 0.62. The largest deviation in volume from the trends shown in Fig. 2 is at 20 minutes when the capsule reaches its maximum volume ranging from 9.14 to 12.46 ml. From the footage of one of the trials, the axial diameter at its maximum point has increased from 14 mm to 22.5 mm, which corresponds to a %66 increase. The navigation of the capsule was tested successfully using the lab-built electromagnetic coil [6], as well as with an Ankon AKC-1 inside a stomach model. Here we show the latter performance, as shown in Fig. 3 [7].

DISCUSSION

In this paper, an untethered inflatable capsule robot was presented for stricture dilation or tissue anchoring. The design and control of the capsule can be deemed safe for in vivo applications given that: the method used for internal actuation has low risk of harming the patient, the chemicals the actuation is based on is safe for ingestion in the case of a burst, and the capsule has shown repeatable actuation behavior across trials. A limitation of the current actuation approach is that the current chemical reaction is not reversible, thus the inflation cannot be repeated. Future work will look at controlling the inflation/deflation capability of the capsule to fit within the typical duration of a dilation procedure used for the Chon’s disease, by regulating the reactants dosage and the heat input. Further miniaturisation is also envisaged as a next step.
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INTRODUCTION

Colonoscopy is considered to be the gold standard for the detection of colorectal polyps and other colonic disease. In this study, a novel growing soft-continuum robot is presented as a proof of concept for a potential colonoscopy application. Compared to the state-of-the-art systems such as the ColonoSight system [1] using an inflated balloon attached over the colonoscope shaft, or Neoguide [2] actuated via electromechanical actuators, the proposed architecture utilizes the advantage of pneumatic propulsion as well as allowing control in three degrees of freedom. The growing robot concept pushes the end effector from the tip and prevents loss in propulsion force at the tip that results a lower mechanical forcing on the colon. Since the actuation is performed pneumatically and controlled via electromechanical interface, there is no need for users to apply high forces for pushing/pulling to progress and maneuver the robot.

MATERIALS AND METHODS

The robotic system is first introduced in the literature by Altinsoy et al. for a possible medical application [3]. The system actuated via three pressurized tubes that are connected to a pinch roller mechanism that generates propulsion force [4]. Three actuation mechanisms located circumferentially on the end effector that allows robot to follow 3-dimensional paths similar to the colon geometry. The robotic colonoscopy system is separated into two modules as the in-vivo section that is to be inserted into the colon including the end effector and colonoscope shaft named as the robot body (Fig. 1), and the in-vitro section named as the control hub including the servo motors, spools, and valves. Models are developed as a force model of the actuation mechanism, and continuum robot kinematics and statics in order to design particular features of the robot such as pinch roller dimensions, and to be used in the robot control [5]. A prototype of the robotic system is manufactured as a proof of concept (Dia: 40 mm) which has scale-up dimensions of a conventional colonoscope (Dia: 15 mm). Reaction force between the robot body and the maze wall is measured as the robot advances to the goal point at the end of the maze (see Fig. 3). Peaks on the plot is numbered based on the change in anchoring point of the body and end effector-wall contact points shown in

Fig. 1 In-vivo section of the proposed robotic system and its main features.

Fig. 2 Test setup for wall reaction measurement. Top view of the test setup. Reaction forces are measured with the 6-DOF load sensor located at the right bottom corner.
DISCUSSION

The system presented in this study provides improved locomotion for a possible colonoscopy application as a growing type soft robot. As the major difference from the conventional colonoscopy, propulsion is applied from the tip that facilitates more stable locomotion and low reaction forces. The maximum wall reaction force during the conventional colonoscopy is measured as 16.1 N by Korman et al. [6] while the minimum perforation force is reported by Johnson et al. is 14.08 ± 2.18 N [7]. The proposed robotic system has considerably low wall reaction force (0.87 N maximum, 0.35 N continuous) when compared to the minimum perforation limit that is proved for the safe operation. The proposed system has second to best average speed with 5.5 mm/s comparing to the ceacal intubation speeds of similar systems reported as 2.8 mm/s for Invendoscope [8], and 5.7 mm/s for Aer-O-Scope [9]. Navigation capability of the robot is proved with the experiments for essential maneuvers required for colonoscopy and given in detail by Talas et al. [10].

The control interface used in this study is an off-the-shelf haptic device (Omega 6, Force Dimension) that is used for medical applications.

The proposed robotic approach is addressing the future colonoscopy competencies by mitigating patient pain and discomfort, reducing operation related complications, and improve colonoscopist ergonomics during operation. In addition to these competencies, the proposed system has potential to have a disposable body since the costly electromechanic actuators and steering systems are placed at the in-vitro section. A disposable colonoscopy body has advantage of removing the infection risk that may be a strong criterion for preferring the system. Future works will be to add a force sensor to measure tip reactions in order to generate haptic feedback, and to validate the concept at the real scale using medical colon models or conducting pre-clinical experiments.
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**INTRODUCTION**  

In drug delivery, one key challenge is to minimize off-target accumulation in healthy regions, which can lead to toxicity or other associated complications. To address this challenge, drug delivery platforms can be designed either to localize the accumulation of active compounds to the target site or to selectively activate the portion that arrives in the targeted tissue. In the case of living bacterial therapeutics or bacteria-based biohybrid microrobots, bacteria can be equipped with onboard sensing, aiding their preferred accumulation in target regions such as tumors [1]. Nevertheless, robust tumor colonization by bacteria is still limited by low administrable doses and biological barriers that permit only a small portion to reach a target site after intravenous administration.  

Therefore, strategies that provide a means to target external energy to bacteria in a spatially selective manner can offer a much-needed element for enhanced targeting of living therapeutics [2]. Magnetotactic bacteria (MTB) are a group of bacteria noted for their intrinsic responsiveness to magnetic fields, and have been investigated as a drug carriers and potential living therapeutics. We previously demonstrated the possibility for enhancing tumor colonization using a scalable magnetic torque-based control approach employing a homogenous rotational magnetic field [3]. Here, we increase the spatial selectivity of this technique by employing a magnetostatic selection field that suppresses off-target torque-based actuation.

**MATERIALS AND METHODS**  

**Mammalian and bacterial cell culture**  

Human breast cancer cells (MCF-7) were cultured in high glucose Dulbecco’s Modified Eagle’s Medium (DMEM, ThermoFischer) supplemented with 10% FBS and 1% P/S. Ultralow adhesion plates (InSphero) were utilized to form tumor spheroids from MCF-7 cell line. Seeding density of 10,000 cells/well in 50 µL of growth media was used in 96 well plates. The well plates were centrifuged at 500 x g for 10 min followed by incubation at 37 °C with 5% CO₂. Size of the tumor spheroids reached ~400 µm after 3 days. DNA staining with Hoechst 33342 at a final concentration of 5 µg/mL in media was performed before the experiment for one hour at 37 °C. To stain the bacteria and be able to track subsequent generations, 2 µl of the far-red proliferative dye was added to 1 ml of bacteria suspension at 5×10⁸ cells/ml. Following 20 min of agitation on a shaker while protected from light, the dye was deactivated using 100 µl of DMEM for 10 min. The bacteria were spun down and resuspended in 1 ml DMEM for the actuation experiments.

**Experimental setup**  

For the application of a homogenous RMF, an 8-coil magnetic micromanipulation setup integrated in an inverted microscope (MFG-100-I, Magnebotix AG) was used. A static gating magnetic field was superimposed by introducing permanent magnets in the experimental chambers made from PDMS and consisting of a target well in the center and four off-target wells in the North, South, West and East (see more details of setup in [3]). Wells were rinsed with ethanol, air dried, and then exposed to UV for an hour for sterilization. A field of 20 mT and 14 Hz was applied for 1 hour, after which the spheroids were collected from the wells, washed thoroughly with media, and then incubated in well plates at 37 °C and 5% CO₂ for 24 hours.

**Imaging and readout**  

Spheroids were transferred into the PDMS rings after 24 hours and imaged with taking 200 µm high z-stacks in 10 µm intervals. To quantify the accumulation of bacteria in tumor spheroids, ROI was defined as the outer edge of the spheroid in binarized z-projected image in the DAPI channel. Far-red signal was then integrated throughout the resulting ROI at all planes to measure the fluorescence intensity which is correlated with the number of bacteria colonizing the spheroid.

**RESULTS AND DISCUSSION**  

Here, we report on a method for tumor targeted, spatially selective controlling of magnetically responsive living microrobots, specifically the bacterium MTB, using a combination of a magnetostatic and rotating magnetic field. To test the method, we use MCF-7 to form spheroids about 400 µm in diameter, which are placed in five different (target in center and off wells with MTB suspensions within a workspace of 1.5 cm x 1.5 cm (Fig. 1).

![Image](image_url)  

Fig. 1 Sketch of setup, wells with spheroids (blue), MTB (red)
To ensure that the MTB are properly controlled by the magnetostatic selection field, we measure their translational velocity in response to a 12 mT rotating magnetic field at 14 Hz and a gating field from small magnets. We find that this combination of fields suppresses torque-driven motion of the MTB. We also test a stronger magnetostatic field and find that it improves the suppression of off-target movement but reduces the extent of actuation within the target well due to higher overall suppression.

Because the spheroids present additional barriers to successful penetration by the MTB, we expose the samples to an RMF of 20 mT at 14 Hz for one hour to account for the added resistance of the cancer cells. A sweeping RMF was applied where the rotation vector is sweeping through a full sphere of 360°C and compared to a constant RMF where the rotation vector remains its pose.

The results of the experiment presented in Figure 2 show that exposing the spheroids to RMF leads to a 2.3 fold increase in accumulation of stained bacteria compared to the control. Additionally, MTB colonization of the target spheroids is not affected by the magnetostatic selection field, resulting in an approximately 3-fold increase in accumulation compared to the control. However, at off-target sites, a significantly lower accumulation is observed in the presence of a superimposed gating field, which is due to field gradients being prevalent in the

Fig. 2 Selective accumulation of the bacteria in the target spheroid. A) Schematic of a spheroid and the focal planes used for confocal imaging and quantification. B) Accumulation of bacteria in tumor spheroids at different locations under various actuation schemes. C) Confocal microscopy images of the spheroids exposed to different actuation conditions.

Accordingly, we used the gained insights to design a larger scale setup for selective magnetic actuation in mice, as illustrated in Figure 3. The static gating field is produced with a partial “magic sphere” [4] and a DC coil is integrated to move the zero field point radially, thereby allowing to adjusting the target position.

Fig. 3 Schematics of the final assembly of the animal scale selection field setup. The setup consists of an array of permanent magnets as the outer most layer, an AC coil in the center, and a DC coil in between. A) Exploded view of the assembled prototype. B) Envisioned track and slider for mouse positioning inside the setup.

CONCLUSION
We demonstrate that spatially selective actuation of living microrobots is feasible in 3D tumor models through the addition of a static gating magnetic field, effectively suppressing actuation in off target regions. Based on these results, a prototype for in vivo studies has been proposed which is currently tested. We suggest that using efficient torque-based actuation under selection fields at human scales could pave the way for development of practical magnetically assisted delivery strategies in clinical applications.
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INTRODUCTION

Surgery is a mentally demanding task that is focused on patient safety and requires the precise execution of motor control and decision making in a timely manner. Episodes of high Cognitive Workload (CWL) induced by stressors or distractions have been shown to lead to inferior performance potentially compromising patient safety [1]. We have proposed a promising CWL assessment platform utilising a wide range of physiological sensors [2]. However, there are some disadvantages associated with a complex multimodal sensing design, including high device cost, long set up time and the discomfort caused by wearing multiple wearable sensors for long periods during surgery. To address this problem, the proposed one-dimensional convolutional neural network (1D-CNN) model discussed here, offers an alternative solution to recognising CWL states, achieving satisfactory performance (91.3% accuracy) with the use of a wireless ECG sensor alone, showing great potential for widespread deployment in the operating room (OR).

MATERIALS AND METHODS

A. Experiment Protocol

Twenty surgical trainees were asked to undertake laparoscopic peg transfer (LPT) from the FLS curriculum, whilst undertaking a cognitive task (N-back test) of varying difficulty. The N-back test is a task used in cognitive neuroscience to measure working memory. Participants performed a control task with no N-back task as well as an N0, N1 and N2-back task in randomised order. To measure the objective CWL, all surgical trainees were equipped with eye-tracking glasses (Pupil Core, Pupil Labs, Berlin) and ECG sensors (Shimmer3 ECG unit, Shimmer Sensing Inc., Netherlands) while undertaking the above task. Subjective workload measures were recorded using a questionnaire called the Surgery Task Load Index (SURG-TLX), a validated tool used in surgery to measure CWL. Figure 1 shows a participant wearing an ECG sensor and eye tracker performing the proposed experiment in the simulated OR at St. Mary’s Hospital.

B. ECG Data Modelling

One-dimensional Convolutional Neural Networks demonstrate state-of-the-art performance in signal modelling applications including EEG signals, communications, health monitoring, anomaly detection, and motor fault detection [3]. In this study, a 1D-CNN was employed to recognise real-time cognitive workload states from ultra-short-term ECG signals (780 milliseconds) of trainee surgeons. To be more specific, a multi-class classifier was implemented to recognise low, moderate, and high cognitive workload states, corresponding to the introduction of N0, N1, and N2, respectively while the LPT task was undertaken in the background. Figure 2 represents the 1D-CNN structure utilised in this multiclass classification model. Three channels of raw ECG signals were first calibrated into millivolts and then filtered by 5th order high-pass Butterworth filter with a cut-off frequency of 0.5 Hz. Each cleaned raw ECG signal was segmented by a sliding window of 400 samples with a stride equal to 50 samples. Then, three corresponding ECG segments were concatenated horizontally, forming a 1200 × 1 feature vector. A total number of 53,304 instances were generated from 19 subjects (1 subject was rejected due to signal drop-off). Two identical 1D convolutional layers each defined 90 kernels of size 7, where Tanh was used as the activation. A max pooling layer of size 3 was utilised to reduce the complexity of the output and
In this study, the modelling of the single modality ECG demonstrates promising preliminary results. The 780ms sliding window spans all essential characteristics of the ECG signal, including the P, Q, R, S, and T waveforms.

To provide an unbiased evaluation of the model, 53,304 instances were split into training, validation, and test datasets with a ratio of 8:1:1. The k-fold cross validation is not implemented since instances from each class are identically distributed. The model was trained for 80 epochs with a batch size of 20. The confusion matrix shown in Figure 3 presents the accuracy of the 1D-CNN model for multiclass classification on the validation dataset (92.1%) and test dataset (91.3%). The Macro average precision, recall, and f1-score of test dataset are 0.914, 0.914, and 0.913 respectively. In summary, the 1D-CNN model for multiclass classification on the validation dataset (92.1%) and (b) test dataset (91.3%).

### RESULTS

To provide an unbiased evaluation of the model, 53,304 instances were split into training, validation, and test datasets with a ratio of 8:1:1. The k-fold cross validation is not implemented since instances from each class are identically distributed. The model was trained for 80 epochs with a batch size of 20. The confusion matrix shown in Figure 3 presents the accuracy of the 1D-CNN model for multiclass classification on the validation dataset (92.1%) and test dataset (91.3%). The Macro average precision, recall, and f1-score of test dataset are 0.914, 0.914, and 0.913 respectively. In summary, the 1D-CNN model for multiclass classification on the validation dataset (92.1%) and (b) test dataset (91.3%).

As presented in Table I, the 1D-CNN model significantly outperforms the NN and LSTM models. Indeed, in contrast to the NN model which needs a hand-crafting feature extraction process, the proposed 1D-CNN model inherits the ability of deep learning strategies to perform a feature extraction process as part of its inner decision mechanism. The LSTM model shows promising results since it can capture long-term and short-term information in the ECG signal [4]. Consequently, the bi-directional LSTM is expected to achieve better results since it can utilise bidirectional data dependence. Moreover, the model based on the combination of 1D-CNN and LSTM is also under investigation, and the results will be updated in the next version of the manuscript.

### DISCUSSION

In this study, the modelling of the single modality ECG demonstrates promising preliminary results. The 780ms sliding window spans all essential characteristics of the ECG signal, including the P, Q, R, S, and T waveforms.

Furthermore, applying 1D-CNN to three ECG channels, including Vx-RL, LA-RA, and LL-RA channels, fully utilises the CWL-related ECG morphological information and further improves classification accuracy.

In contrast to the studies assessing CWL when only performing a single task, the proposed model identifies the change of CWL levels resulting from a secondary task, the N back task in this case. This setup mimics the mechanics of real-world scenarios in the OR, contributing to forming a reliable CWL assessment approach in the OR in order to objectively measure and optimise the cognitive resource allocation of the surgeon. The proposed 1D-CNN allows this with the use of a single wearable sensor. Further work will evaluate the use of this system in a clinical setting.
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### Table I

A comparison of classification accuracy between different deep learning architectures.

<table>
<thead>
<tr>
<th>Model</th>
<th>ECG channels used</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>1 channel</td>
<td>Validation: 89.12, Test: 49.02</td>
</tr>
<tr>
<td>NN</td>
<td>3 channels</td>
<td>Validation: 55.24, Test: 48.62</td>
</tr>
<tr>
<td>1D-CNN</td>
<td>1 channel</td>
<td>Validation: 87.92, Test: 84.23</td>
</tr>
<tr>
<td>1D-CNN</td>
<td>3 channels</td>
<td>Validation: 92.12, Test: 91.26</td>
</tr>
<tr>
<td>LSTM</td>
<td>1 channel</td>
<td>Validation: 85.72, Test: 83.69</td>
</tr>
<tr>
<td>LSTM</td>
<td>3 channels</td>
<td>Validation: 89.26, Test: 87.53</td>
</tr>
</tbody>
</table>

**Fig. 2** The 1D-CNN structure utilised in the multiclass classification model.

**Fig. 3** Confusion matrices present the accuracy of the 1D-CNN model for multiclass classification on the (a) validation dataset (92.1%) and (b) test dataset (91.3%).
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INTRODUCTION
Supervisory methods in shared control allow a dynamic adjustment of the level of autonomy in a surgical robot based on the current task demands and the capabilities of the human operator. Several benchmarks [1] are available to evaluate the performance of these controllers, however the operator can struggle with the task due to inexperience or limited environmental information.

In this paper, we propose an admittance control strategy based on guidance priority adaptation to enable a human operator to assume a supervisory role during one-handed peg transfer task (Figure 1). We implement an epsilon-greedy maximum entropy inverse reinforcement learning (EG MaxEnt IRL) [2] algorithm to enable an agent to control the surgical tool in a virtual environment while the human supervises the procedure. We successfully implement the proposed method and observe that the supervisory method can be further improved with a cooperative control, specifically a segmented control.

MATERIALS AND METHODS
A. Agent in the Environment
We use a modified SurRoL environment [2][3] integrated with an Omega 7 (Force Dimension) to control in real-time a da Vinci Research Kit (dVRK) simulator. The virtual environment is the same one on which we train the agent in order to avoid any issue caused by the transition sim-to-sim or sim-to-real. The human motion and strategies are transferred from an expert human operator to a dVRK using an EG MaxEnt IRL algorithm. The model is generated as in [2] and it enables to train an intelligent agent that can collaborate with the human operator during the procedure.

B. Shared Control with Guidance Priority Adaptation
By allocating the same control priority at the start of the task, the human and the robot can work as partners. This allows the robot to perform its assigned task without scaling, which will later occur during the negotiation of the control authority after the switching point. [4] uses force and deviation distance to achieve guidance priority adaptation, but the human needs to apply a relatively large force to get involved in decision-making when the end-effector follows the robot’s desired trajectory. Using our proposed method, the agent can conduct the task without external aid; if any correction is needed, the human can get involved in the task with partial priority. The shared control strategy that switches control priority is defined as:

\[ \Delta x(t) = (1 + k_\alpha)\Delta x_h(t) + (1 - k_\alpha)\Delta x_a(t) \]  

where \( \Delta x_h(t) \) is the deviation of the controller’s end position, \( \Delta x_a(t) \) is the deviation of the agent’s input. The parameter \( k_\alpha \) is the relative coefficient that achieves guidance priority adaptation, which is defined by:

\[ k_\alpha = \begin{cases} 0, & D \leq D_{\text{min}} \\ \frac{1}{2}(1 - \cos \frac{\pi(D - D_{\text{min}})}{D_{\text{max}} - D_{\text{min}}}), & D_{\text{min}} < D \leq D_{\text{max}} \\ 1, & D_{\text{max}} < D \end{cases} \]  

where \( D \) is the distance between the autonomous agent pattern and end-effector position in one time step, while \( D_{\text{min}} \) and \( D_{\text{max}} \) are the minimal and maximal interference distance, respectively (Figure 2).

The guidance priority is determined by the deviation distance of the robot’s end-effector and the path generated by the agent. While the deviation distance is less than the minimal interference distance \( D_{\text{min}} \), slight trembling will not affect the agent’s task. When the deviation distance increases, the control priority is gradually transferred to the human. While if the deviation distance is larger than the threshold of maximal interference distance \( D_{\text{max}} \), the human receives all control priority.

Fig. 1 Typical trajectory of the surgical tool during the peg transfer task scenario. The authority over the surgical tool is negotiated between the autonomous agent and the human operator through a supervisory control.
RESULTS

We conducted a short study with three participants without experience using the dVRK exclusively to evaluate the viability and performance of the shared control, hence no statistical analysis was performed. The experiments were approved by the Research Ethics committee of Imperial College London (21IC7042). At the start of the experiment, the subjects were briefed on the supervisory task and the general trajectories, and were asked to intervene if they perceived the agent’s behaviour to be incorrect. It is important to notice that the agent was capable of successfully completing the task without human intervention as no noise was introduced in the environment. As the subjects were not made aware of their inputs in the controller during the first trial stems from their mistrusts of the agent’s abilities and limit perception based solely on visual feedback. Therefore only recorded the subjects’ first trial, as the participant would eventually learn that their input was not necessary for the agent to complete the task. The objective of recording was to understand at which points during task the operators feel more compelled to intervene desire to obtain more control. With the results obtained, the control authority can then later be better tailored for the human during critical stages of the task. With this approach, the agent and human control negotiation is tailored to the operator, according to the results we obtained in Figure 3, but the human operator can still intervene at any time to provide input or take control of the robot. The segmentation of the proposed guidance priority adaptation changes according to the distance $D$ generated by the human operator.

DISCUSSION

With the guidance priority adaptation we allowed the human operator to monitor the performance and intervene if necessary. The results obtained in Figure 3 indicate that the human operator feels more compelled to intervene during contact points of the peg transfer task. This can be attributed to the human’s perception of danger during contacts, limited vision of the environment, and to the limitations of EG MaxEnt IRL to perform natural human movements. Currently, we are working at the integration of the guidance priority adaptation with a collaborative control framework as in [2] in order to allow more freedom and control to the human during critical stages of the task. With this approach, the agent and human control negotiation is tailored to the operator, according to the results we obtained in Figure 3, but the human operator can still intervene at any time to provide input or control of the robot. The segmentation of the proposed guidance priority adaptation is tailored to the operator behaviour during peg transfer.
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INTRODUCTION

Surgery is one of the most prevalent methods of controlling and eradicating tumor growth in the human body, with a projection of 45 million surgical procedures per year by 2030 [1]. In brain tumor resection surgeries, pre-operative images used for the detection and localization of the cancer regions become less reliable throughout surgery when used intraoperatively due to the brain moving during the procedure, referred to as brain shift. To solve the brain shift problem, intraoperative MRI (iMRI) has been used, but it is costly, time intensive, and only available at the most advanced care facilities [2]. Intraoperative fluorescence-guided methods, both exogenous (introducing foreign fluorophore molecules into the body) and endogenous (utilizing innate fluorophores within the body), have been investigated as an alternative to iMRI to circumvent the brain shift problem.

This paper introduces the proposed design, shown in Fig. 1(a), of an endoscopic tool for intraoperative brain tumor detection incorporating a laser-based endogenous fluorescence method previously explored by [3], called TumorID, depicted in Fig. 1(b). The device has also been deployed on ex-vivo pituitary adenoma tissue by [4] for intraoperative pituitary adenoma identification and subtype classification. This study explores whether a non-perpendicular angle of incidence (AoI) will significantly affect the emitted spectral data. With a better understanding of the relationship between AoI and collected spectra, the results can help shed light on the potential steering modality (optical [5] or fiber [6]) and end-effector movement profile for the proposed optics-based endoscopic tool.

MATERIALS AND METHODS

The experimental setup, Fig. 2(a), consisted of TumorID and its components, in addition to a spectrally-tuned gellan gum phantom model. The objective of the study was to scan the phantom model at different incident angles to observe the effects, if any, in the emitted spectral data.

A. TumorID

The TumorID, a non-contact tumor detection device completed in previous work by [3], leveraged the fact that NADH and FAD are endogenous fluorophores to classify tissue type based on spectral signatures. The spectral signatures between tumor and healthy tissue differed due to the Warburg Effect, resulting in different concentrations in healthy and tumor cells due to differing metabolic properties. The system used a 405 nm laser diode (Thorlabs, NJ, USA) to irradiate the tissue. The emitted light was guided through a collimating lens to a dichroic mirror, then focused on the sample through an objective lens.

The TumorID was attached to a NEMA 17 hybrid stepper motor (Moon’s, Shanghai, China) using a standard optical post for rigid attachment, as shown in Fig. 2(b). The stepper motor was controlled using a microcontroller (Elegoo, Shenzhen, China) and motor controller (SparkFun Electronics, CO, USA). The motor controller was powered by an external power supply at 11V. Spectral data were collected by a Thorlabs CCS200 spectrometer (Thorlabs, NJ, USA).

B. Phantom Model

Two gellan-gum phantom models with varying geometries (a flat plate and a spherical tumor representing a pituitary tumor) were prepared using NADH and FAD to mimic the spectral properties of tumors. The concentrations and volumes of both NADH and FAD were used from previous work on creating tumor-mimicking phantom models [7]. The phantom solution was cured in both a flat and convex mold that was 3D printed (UltiMaker S3, Utrecht, Netherlands). The cured phantoms were then placed in their respective fixtures, with the convex fixture representing a pituitary tumor’s geometry during an endonasal approach. Both flat and convex phantoms are shown in the experimental setup in Fig. 2(c) and Fig. 2(d), respectively.
C. Experimental Design

The rotating TumorID was placed 17 mm, the objective lens’ working distance, from the phantom at an incident angle of 90°. To initiate the experiment, the TumorID was placed at the edge of the phantom boundary, then swept clockwise in increments of 1.8° to collect a spectral signal at each incident angle (18° in both directions with respect to an AoI of 0°).

The procedure was executed on both the flat phantom and the curved phantom in triplicates. The Area Under the Curve (AUC) of each spectrum was calculated as a metric to observe whether the spectral signal significantly changed at each incident angle for both phantoms. After spectral collection, the data was normalized individually with respect to the largest intensity value greater than 450 nm [4]. 450 nm was selected as the cutoff for normalization due to the transmittance behavior of the dichroic mirror. After max normalization, the data was smoothed by convolving with a window size of two. The AUC was calculated by conducting trapezoidal integration of the normalized signal from 450 nm to 750 nm. For clarity of presentation, AUC for each phantom model was normalized via max normalization.

RESULTS

The spectra at each AoI were recorded for both the flat and convex phantom, the latter shown in Fig. 3(a). Each line represented the spectra observed at an incident angle. Spectra collected at each incident angle resulted in the emission peaks for NADH and FAD [3], found at 460 nm and 525 nm wavelengths, where NADH and FAD emissions were present. The AUC values calculated were all within an average of 0.98 and a standard deviation of 0.02, indicating that the change in spectra intensity due to AoI was also very minimal after normalization. These findings helped consider that the end-effector of the proposed endoscopic device may not need to be perpendicular to the scanning surface continuously. Future work will include integrating TumorID into a handheld device, conducting an AoI study with a longer working-distance lens, and designing and implementing a compact steering method for bidirectional optics toward minimally invasive intraoperative tumor detection.

DISCUSSION

A study on a non-contact tumor identification device, the TumorID, was conducted to investigate the effect of AoI on spectral response. The data collected for both a flat and convex scanning surface showed that although there was a change in spectra intensity at various A0I’s, there was negligible difference in the spectral signature at the 460 nm and 525 nm wavelengths, where NADH and FAD emissions were present. The AUC values calculated were all within an average of 0.98 and a standard deviation of 0.02, indicating that the change in spectra intensity due to AoI was also very minimal after normalization. These findings helped consider that the end-effector of the proposed endoscopic device may not need to be perpendicular to the scanning surface continuously. Future work will include integrating TumorID into a handheld device, conducting an AoI study with a longer working-distance lens, and designing and implementing a compact steering method for bidirectional optics toward minimally invasive intraoperative tumor detection.
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INTRODUCTION

Augmented reality (AR) is becoming essential in several surgical specialities [1]. Fusing patient-specific preoperative information, typically 3D models extracted from CT scans or MRI, on the real-time surgical images allows the surgeon to have detailed information on the anatomical structure of the surgical target intraoperatively. As stated in [2] and [3], an AR system’s first step consists of an initial rigid registration of the 3D models on the surgical image. Most of the approaches are manual or semi-automatic. While the latter exploits physical landmarks on the tissue or 3D surface features, the manual approach requires Human-Computer Interfaces (HCI) to manipulate the models. The choice of the HCI is fundamental to develop an easy-to-use application with a short learning curve. In fact, the way the manual registration is performed can impact the users’ physical and mental stress, influencing their final performances.

This paper presents a human-centred usability study that aims to evaluate two modern HCI devices commonly proposed for 3D model manipulation in surgical augmented reality applications, i.e., the SpaceMouse® and UltraLeap®. Accordingly, a software interface was developed to allow the manipulation of 3D models in a minimally invasive partial nephrectomy scenario. Subjects were asked to perform a rigid manual registration of a kidney’s 3D model on the image of the real kidney. Quantitative and qualitative evaluation was performed to assess the cognitive and physical load imposed on the operators, which can support an informed selection of HCI to maximize system usability and operator performance. These trials were performed under study protocol 229/2019 - ID 4621, approved by the Regional Ethics Committee of Liguria (Italy).

MATERIALS AND METHODS

An AR system was developed to overlay, on the surgical image, the 2D projection of patient-specific 3D organ models, as shown in Fig. 1. The system takes as input (i) a set of patient-specific 3D models and (ii) the commands from two different HCI, the SpaceMouse® (3Dconnexion, Germany) and the UltraLeap® (LeapMotion, USA). These HCI are used to perform the rigid manual registration between a 3D model and the corresponding real organ on the surgical image.

The AR visualization consists of a virtual environment with a virtual camera configured to behave like an endoscope. In fact, its projection matrix is set equal to the matrix of the undistorted camera. The position, focal point and view up axis of the virtual camera are set to visualize the 3D organ models located in the origin of the virtual environment. The endoscope image is represented behind the 3D models by mapping the undistorted surgical image on a plane parallel to the camera. The transparency of the 3D models can be changed to visualize the surgical image behind them.

Two different HCI, SpaceMouse® and UltraLeap®, were selected to control 6 DOF of a virtual 3D model to be overlaid on the surgical images. The UltraLeap® control is implemented by detecting the finger pinch with a strength over a threshold $P_{strength} > 0.9$. While the pinch is detected, the hand palm centre rotation and translation increments are used to transform the models with respect to the camera frame. The SpaceMouse® control is implemented by applying the translation and twist offset as the model’s velocity with respect to the camera frame. A scale factor is added in both HCI to facilitate a precise model manipulation.

Experimental Protocol

The experiments included 13 subjects without experience in 3D object manipulation. Each experimental session
consisted of two trials, where the task was respectively and randomly performed with the SpaceMouse® or the UltraLeap®. The task consists in accurately aligning the 3D model of the left kidney with the real video image of the corresponding kidney phantom, with the 3D virtual model always located at the scene centre as suggested by Bergström et al. [4]. For each trial, the user was asked to perform the same task on 3 different images of the kidney phantom in a different position and orientation. The sequence of images was the same for both trials. At the beginning of each trial, the user had to 5 or 10 minutes to familiarize him/herself with the manipulation HCI. After each trial, the user was asked to compile the SURG-TLX survey [5]. The task was considered completed when the user was satisfied with the achieved alignment.

Quantitative measures consisted of: (i) intersection over union (IOU), computed between the real kidney mask (GT) and the 3D model projection mask, to evaluate the alignment accuracy for each task, (ii) task execution time. Qualitative information is extracted from the survey answers describing each interface’s perceived workload.

![Fig. 2](image)

**Fig. 2** (a) IOU and execution time box plots. (b) Box plots of the six dimensions in the SURG-TLX survey.

**RESULTS**

Fig. 2a shows the results related to IOU and execution time for the 2 HCI. The SpaceMouse® median IOU (0.84) is slightly better than the UltraLeap® one (0.82), while the latter holds a lower median execution time (55s) against the 81s of the first. Since the number of samples was not high enough, the data could not be analysed as a normal distribution; consequently, a non-parametric statistical test was used (Wilcoxon rank sum test) to evaluate any significant difference between the data. For both IOU ($p = 0.77$) and execution time ($p = 0.19$), no significant differences have been found. It is noteworthy that for each task executed with the second interface, whatever it is, the execution time decreases, and the IOU obtained increases. This could mean that the learning curve of manipulating a 3D object has a very steep initial slope. Figure 2b presents the result of the surveys. All the dimensions, except for Physical Demands, have equivalent median values, and their Wilcoxon rank sum test does not show any difference. This indicates that the users found these dimensions comparable with both interfaces. The case of Physical Demands requires more attention; with a p-value of 0.068, it is barely over the threshold; collecting more data could lead to a significant difference between the 2 HCI, where the UltraLeap® results in more physically demanding.

**DISCUSSION**

In general, inexperienced users managed to complete the task with a good IOU (> 0.8) and in less than 1min and 30s in both cases; this suggests that the two interfaces are natively intuitive and suitable to perform this task. Some users were very critical of UltraLeap®, finding it challenging to complete the task with it. This was because the position with the arm raised was uncomfortable for them, and they had problems with the control algorithm. On the other side, the majority stated that they felt more in control with the SpaceMouse®, which could explain why they decided to invest more time in it, feeling they could get better alignment. Considering that the choice of the interface turns out to be user-dependent, in this study the SpaceMouse® comes out as a slightly better option. The following steps will be to improve the UltraLeap® control algorithm to find better hand gestures to manipulate the objects. In the future, UltraLeap® has the potential to be the most intuitive solution since it grants complete freedom of hand movements, exactly like when we manipulate something in everyday life.
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INTRODUCTION

Recently, the use of eversion-based movement in robotics has gained popularity. Eversion mechanisms enable objects to turn inside out, similar to flipping a sock, allowing them to move through narrow spaces without making direct force on the environment. This type of movement can be used for medical devices such as catheters and endoscopes [1]. For instance, an autonomous colonoscope must navigate through tight and curved spaces in the colon. Eversion movement is a suitable solution that allows the colonoscope to move more safely. Furthermore, the implementation of feedback control enhances the accuracy and efficiency of the examination process.

The total length of the eversion portion (L) is typically controlled by a reel mechanism [2]. The reel mechanism consists of a spool wrapped tightly with plastic tubing connected to a motor. The system calculates the total length by counting the number of motor rotations. However, the diameter of the reel mechanism varies depending on the layers of material around the roller, making it difficult to calculate the total length from the standard roller model [3], [4]. This paper introduces a method for calculating the total length of the everted portion based on area. The model was validated using an optical tracking camera and compared with four other methods for calculating the total length in roller mechanisms.

MATERIALS AND METHODS

The plastic layflat tubing on the roll is assumed to be in the shape of an Archimedean spiral rather than a logarithmic spiral and has a uniform thickness (h). One end of the plastic tubing is glued to the spool. At a specific rotation angle, the tubing’s end comes into contact with the portion of the wrapped layflat tube. This point forms the tangent to the cylinder, marking the final point of contact with the cylinder as shown in Figure 1. The following layers of the wrapped sheet consist of a cylindrical section around the spool and a flat section between the layers.

The entire radius of the spool (R) with the inner radius (r) is calculated by \( R = r + kh \), where k is the number of rotations. The inner radius is denoted by \( r = (m - k)h + s \), where m is the total number of layers around the shaft, s is the radius of the spool. The flat section’s length (yellow line), denoted as F, between the glued end and the second layer is calculated as \( F = \sqrt{(r + h)^2 - r^2} = \sqrt{(2r + h)h} \). The angle \( \alpha \) between red line and orange line in the Figure 1 is calculated using Equation 1.

\[
\alpha = \arccos \frac{r}{r + h}
\]

The area of entire roll is divided into three parts \((A_1, A_2, A_3)\) [5], where \( A_1 \) represents the cylindrical section of the roller, \( A_2 \) refers to the rectangular area of the roller, and \( A_3 \) represents the sector between the layers as follow:

\[
A_1 = \left( \pi - \frac{\alpha}{2} \right) (R^2 - r^2)
\]

\[
A_2 = (R - r - h) \sqrt{(2r + h)h}
\]

\[
A_3 = \frac{\alpha}{2} (R - r - h)^2
\]

The total length (L) is calculated by dividing the total area by the thickness of the sheet, as

\[
L = \frac{1}{h} \left( A_1 + A_2 + A_3 \right)
\]

\[
= k(R + r)\pi + (k - 1)\sqrt{(2r + h)h} - \left( k(r + h) - \frac{h}{2} \right) \arccos \frac{r}{r + h}
\]

Fig. 1 Diagram of area based calculation for reel mechanisms: Light gray area is the inner radius(r), Dark gray represents the rotating shaft (s)
The reel mechanism was equipped with a DYNAMIXEL motor (MX-24), controlled through USB communication using a U2D2 device. The Matlab script was utilized to control the rotation times by extended position control mode. The robot’s tip was with a passive optical marker. An optical tracking camera (fusionTrack 500, Atracsys) was employed to provide the system with feedback on the tip’s coordinates, as depicted in Figure 2b. The Cartesian coordinates of the maker were recorded at each step $k = (1, 2, \ldots, 10)$. The plastic tubing ($h = 0.13 \text{mm}$) was wrapped around the shaft ($r = 7.7 \text{mm}$) in total of 15 layers ($m = 15$). The experiment was repeated 5 times ($n = 5$) with different rolls of tubing. Additionally, the pressure in the experiment was set to 0.5 bar, which is below the maximum bearing pressure of the plastic tubing. The experiment was repeated five times to calculate the standard deviation of the results.

![Soft Growing Robot](image)

**Fig. 2** Soft Growing Robot: a) Side view of the robot with a spool and layflat tubing. b) Top view of the robot with marker at the tip of the robot.

### RESULTS

The 3D Euclidean distance between the starting and stopping points at each step was calculated as follow:

$$D = \sqrt{(x_k - x_s)^2 + (y_k - y_s)^2 + (z_k - z_s)^2}$$  \hspace{1cm} (4)

where $k$ is stopping positions and $s$ denotes the starting position at $n = 0$. The results were plotted and compared to the calculations from four different models, including the proposed method, the common roll model [4], the Archimedian spiral model, and Dehghani’s method [3], as shown in Figure 3. Additionally, the position at the tip ($x^*$) of everting structure is equal to the total length divided by 2 as $x^* = \frac{L}{2}$. The root mean square error (RMSe) between the total length from the calculations and Euclidean distance from the experiment are in Table 1. The maximum standard deviation in the experiment across multiple samples was approximately 2.1585 mm, significantly lower than the step commands.

### DISCUSSION

The proposed method was found to yield the best prediction, with a maximum RMSe of approximately 2.534 mm in estimating the tip position ($x^*$). Compared to Dehghani’s model [3], the proposed approach was, on average, 2 times more accurate ($k > 1$) in RMSe. In general, the maximum difference in RMSe between the proposed method and the other approaches was approximately 1.5% of the total length. Considering a typical colonoscopy with a length of 170 cm, the difference in RMSe corresponds to 2.55 cm, which is much larger than the size of a small polyp. Additionally, this difference was attributed to the thickness of the plastic tubing used (0.13 mm), which did not result in significant differences between the models. The design of the side chambers for steering in the growing structure can lead to an increase in the overall thickness of the tubes, thereby enhancing the disparities between the models. As a result, the approach has the potential to significantly improve the accuracy of endoscopic interventions that employ a soft-growing (everting) device.
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A Novel Handheld Robotic System for Endoscopic Neurosurgery: A Cadaver Pilot Study

Emmanouil Dimitrakakis¹, George Dwyer¹, Nicola Newall¹,², Danyal Z. Khan¹,², Hani J. Marcus¹,², and Danail Stoyanov¹

INTRODUCTION

Neurosurgery has always been in need of adapting new technologies. Endoscopic Endonasal Transsphenoidal Surgery (EETS), a common minimally invasive neurosurgical technique, is especially in the need of innovation. This approach is performed via an anterior sphenoidotomy and aims at the removal of sellar and parasellar lesions with the use of an endoscope and rigid instruments [1]. Although a promising alternative to open brain-surgery, it comes with its limitations, namely the lack of instrument articulation and the constrained operative space of the nasal channel [2].

This work presents a novel handheld robotic instrument for endoscopic neurosurgery. The system is comprised of a series of articulated spherical-joint tendon-driven 3mm end-effectors, paired with an ergonomically designed handheld controller which does not require the shaft to be resting against a trocar-port. This first-of-its-kind robotic instrument for neurosurgery was evaluated during a cadaver pilot study with preliminary results suggesting feasibility within a clinical context.

MATERIALS AND METHODS

The handheld robotic system can be seen in Fig. 1. It consists of an ergonomically designed handheld controller with a joystick-and-trigger interface, and a series of 3mm detachable end-effectors. It is cabled to connect the controller to the control box, and weighs 247g.

A. Interchangeable end-effectors

The robotic end-effector located at the distal end of the handheld robotic instrument advances preliminary development [3] to incorporate an overall diameter of 3mm and a 2 DoF tendon-driven spherical joint that allows movement in the pitch and yaw axes around a rolling surface. The roll axis motion can be compensated by the surgeon’s hand movement. To cover a larger set of neurosurgical instruments, and since the end-effector can be easily detached and re-attached to the handheld controller, we amended the grasper end-effector design to enhance other standard instruments with robotic articulation. Namely, these instrument end-effectors were a ring-curette, a spatula dissector, and an endoscope. The alternative end-effectors are found in Fig. 2.

B. Ergonomic handheld controller

To control the end-effector, we aimed to build a handheld controller that would be ergonomically designed to not cause the surgeon strain or fatigue, while also being easy to use and associated with small learning curves. The handle with the shaft should maintain a 45º angle to avoid wrist-strain when maintaining it, and to make the control instinctively easy to adopt, the thumb should control the robot-joints, and the index-finger should operate the robotic gripper. After our concept design was preliminarily validated in previous work [4], [5], we incorporated motors and electronics to turn it into

---

¹Wellcome/EPSRC Centre for Surgical and Interventional Sciences (WEISS), University College London (UCL), London, UK
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a fully-functional handheld robotic controller.

C. Experimental evaluation: Cadaver pilot study

The scope of this pre-clinical study was exploratory, relying on qualitative surgeon feedback to investigate the feasibility, robustness, and durability of the robotic device. The novel instruments that were brought into the operating theatre for this study are found in Fig. 3. Standard equipment consisted of a 0° neuroendoscope accompanied with its tele-pack stack (Karl Storz SE & Co. KG, Tuttlingen, Germany), and an endoscopic pituitary instrument set (B.Braun Melsungen, Germany).

Fig. 3 The robotic instruments that were tested during the cadaver pilot study. Left to right: control box, handheld controller, and articulated tools.

One expert neurosurgeon, one intermediate, and four novices were recruited to evaluate the robotic instrument on a single cadaver. The EETS including the durotomy was performed pre-task, followed by the introduction of the robotic instrument. The participants explored the pituitary fossa with the robot and interacted with soft tissue and bony structures. Then, the expert and intermediate neurosurgeons tried the robotic endoscope, both with and without the guidance of the standard rigid endoscope.

RESULTS

Fig. 4 presents the robotic tools used in the cadaveric specimen. To qualitatively evaluate the feasibility of the device, feedback regarding the dexterity, force delivery, structural integrity of the robotic device, and user experience was obtained through a post-task questionnaire.

The questions and surgeon replies are presented in Table I. Further minor comments included that while the participants were satisfied with the robot articulation when each DoF was actuated individually, the movement felt constrained when the end-effector was moving diagonally when both DoF were actuated. Finally, regarding the concurrent usage of an articulated instrument and articulated endoscope, the takeaway was that depth perception of the articulated visual elements is challenging and that the best usage of such a device would most likely be alongside a standard endoscope.

DISCUSSION

In this work, we presented a novel handheld robotic system for endoscopic neurosurgery, with an ergonomically designed handheld controller, and a series of 3mm tendon-driven spherical joint robotic end-effectors. The robotic system was tested during a cadaver pilot study where its feasibility was investigated and its limitations, namely the control methodology and force-delivery capabilities, were identified. Encouraging, however, results on workspace exploration, dexterity, structural integrity, and ease-of-use, suggested clinical relevance and set the pace for in vivo clinical validation and surgical adoption.
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Developing a customisable inflatable rectal obturator
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INTRODUCTION

Rectal obturators like ProSpare and endorectal balloons (ERB) may reduce prostate motion during prostate radiotherapy, improving dosimetry of the target volume and surrounding healthy tissue [1-3]. ERBs are inflatable and well-tolerated, but an accumulation of gas proximal to the device can decrease its efficacy in reducing prostate motion [4]. ProSpare’s angled shape allows it to “lock in” at the anorectal angle and is made of high-impact ABS to reduce prostate motion. However, initial data from the POPS trial (NCT02978014) has shown 7/19 (37%) of patients could not insert ProSpare at their initial attempt, possibly because of the anal sphincter not stretching enough to accommodate the device. To address this issue, we present a deployable or inflatable device that becomes rigid and angled like ProSpare upon deployment, aiming to improve outcomes by reducing motion during prostate radiotherapy, while achieving good tolerance for nearly all patients. Laser welding was used to create inflatable chambers, forming ridges that provide rigidity once inflated [5]. Here, we report initial designs and validations of rigidity.

MATERIALS AND METHODS

The device was made using a custom plastic laser welding system developed at the Hamlyn Centre, St Mary’s Hospital [5]. The plastic sheets used were triple laminate: 30/60/30 μm PE/PET/PE. Following welding, laser cutting was done using a Beamo (FLUX Europe) laser cutter and Beam studio software. The edges of the flat sheet were soldered together at 160°C to create the 3D shape. Two designs were explored: a dual-truncated prism, a three-sided and four-sided design is shown in Figure 1, and a reinforced actuator design, shown in Figure 2. The first reinforced actuator design (Figure 2, left) includes a channel (8 mm) in which a Tygon tube (length 75 mm; outer diameter 4 mm) was inserted to cause bending in the opposite direction. The horizontal welds on the face with the tube were replaced with vertical welds, and the tube channel was removed. All designs were created in SolidWorks (Dassault Systèmes), had cut-out patterns with a cut-out distance of 1.5 mm and crosses to help with alignment during the transfer from laser welding to laser cutting. Devices were tested for inflatability, rigidity, and bursting by inflating them using a pneumatic compressor to 50 kPa (gauge pressure) and incrementing the pressure by 50 kPa at a time. Radial stiffness (force/displacement) was obtained by compressing the devices between two surfaces and measuring the force applied with a force sensor (Nano 17, ATI Automation, USA) and displacement with a digital calliper. Radial stiffness was obtained for four trials of the device on the right of Figure 2.

![Fig. 1 Design and dimensions of a three-sided (Left) and four-sided (Right) dual-truncated prism.](image1)

![Fig. 2 Left: The initial design of a reinforced device with a channel for an inextensible tube and horizontal chambers. Right: Current design with 7 mm vertical chambers and a split of horizontal welds but no channel for a tube.](image2)

At low displacements and forces, the device’s bend caused force measurements to fluctuate in the same measurement. Instead of gradually increasing compression, devices were compressed as much as possible and then moved back 1 mm at a time. Leakage under pressure was tested by inflating the device with water with a 50 ml syringe, on top of a dry paper towel, and examining the paper towel for leakage. The width and angles of the devices were measured using a digital calliper and rounded to the nearest millimetre. Minimum widths in the AP and LR direction of the
uninflated, ‘folded’ device and maximum dimensions of the inflated, deployed device were measured to obtain an expansion ratio by volume.

RESULTS
For the dual truncated design, the 3-sided device could not be folded into a straight device so a 4-sided one was created, which could be folded. However, the deployment of the 4-sided device would push against the posterior anal wall before locking in the anorectal angle (Figure 3). As highlighted in Figure 4, the first reinforced actuator design did not bend the device as intended, but in the new design with vertical chambers, the tube was no longer necessary to induce the bend. Figure 4 right, shows a pelvic cone-beam CT scan, highlighting the discrepancy in angles between this device and ProSpare, at 20° and 70°, respectively.

![Fig. 3](image)
**Fig. 3** Four-sided dual-truncated prism device when deflated and folded and then expanding to form its final 3D shape.

![Fig. 4](image)
**Fig. 4** From left to right: The inflated 3D shape of the first design containing an embedded inextensible tube; the inflated 3D shape of the latest design with vertical welds and no tube; Vertical chambers on the anterior face of the device providing rigidity on that face; The latest design of inflatable device superimposed on ProSpare on CBCT comparing the angle of the bend in each device and its relation to the anorectum.

![Fig. 5](image)
**Fig. 5** Radial stiffness of the device with the latest design against gauge pressure. Means ± standard deviations from 8 measurements. Internal welds failed at 150 kPa.

While deflated, the device was folded axially three times to reduce the dimensions down to 3 mm by 17 mm with a length of 96 mm. Once inflated, the device reached a width by depth of 25 mm by 30 mm, with the length remaining at 96 mm, which resulted in an expansion ratio of 14.7 by volume. Figure 5 shows the radial stiffness increased as the pressure of the pneumatic compressor increased. Internal welds burst at 150 kPa, but the soldered edges did not fail. Water did not leak from the main body but did leak from the inlet and the tubing connected to the syringe.

DISCUSSION
A novel device capable of inflating to a rigid, angled form has been successfully designed and fabricated using laser welding. This represents the first instance of laser welding used to create a rectal obturator for use in prostate radiotherapy. The device's fully compressible, uninflated form should allow easy insertion past the anal sphincter, and then deployment to its final angled shape. However, the angle of the device needs to be increased to match the anorectal angle. This could be achieved by removing material at the bend to prevent obstruction of the bending action. Additionally, a customisable device could potentially improve positional reproducibility in the superior-inferior axis, which is a limitation of ProSpare. The device's rigidity has been validated, as the radial stiffness increased with increased pressure. Future work will compare its rigidity to that of ProSpare and ERB. Further development will include adding an introducer for insertion, continuous tubing to prevent water leakage, embedding fiducial markers to allow for image-guided radiotherapy, and testing with water/saline for burst safety and minimizing scatter.
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Feasibility of Mobile Application for Surgical Robot Teleoperation
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INTRODUCTION
In recent years, robotic surgery has gained popularity due to its numerous advantages, including greater control and access for surgeons, shorter recovery times, and lower levels of pain for patients [1]. However, surgical robot systems require extensive training for surgeons to master their use. Simulation-based training has become a component of surgical education [2], providing a safe environment for trainees to acquire and refine their skills. However, most existing training platforms require bulky and expensive control consoles, which limits their availability and convenience. The development of a low-cost and easily deployed control console can address these limitations, thereby potentially enhancing the effectiveness of robotic surgery training. A system that satisfies these criteria can also enable medical robotics research in low-resource environments, where cost and accessibility are the most significant impediments to research. This paper describes the creation and evaluation of an iPhone application for these purposes.

MATERIALS AND METHODS
da Vinci Research Kit (dVRK)
The dVRK is an open-source system, currently available at about 40 institutions worldwide, that is used to control retired da Vinci surgical systems for research purposes [3]. It empowers researchers to control the position and orientation of two Remote Patient Side Manipulators (PSMs), using two Master Tool Manipulators (MTMs). An external MTM (Right) is shown in Fig. 1.

Mobile Application
The mobile app is built with Swift and Objective C and is designed for most recent iPhones, including the iPhone X, 11, 12, 13, and their related models. The application attempts to emulate the functions of an MTMR or MTML by using the ARKit library for visual-inertial odometry. As shown in Fig. 2, this allows the app to use visual odometry and data from the phone’s inertial measurement unit (IMU) to track the position and orientation of the phone at a frequency of 60 Hz.

A different screen of the app enables users to enter an IP address so that data can be sent to the system operating the dVRK. The script that reads incoming packets on the dVRK computer parses the data from the iPhone and sends the appropriate instructions to the PSM using the dVRK Python package.

Instrumented Training Platform
Although our motivating use cases include simulated patient-side environments, we performed experiments with a physical PSM and ring rollercoaster training task.
The jaw task, presented by Brown et al. [4], is based on the experimental setup first described by Guthart et al. [1] to guarantee a realistic evaluation. A custom-made electrical circuit detects contact between the surgical instrument, and thus the metal ring, and the wire. This structure is based on the experimental setup first presented by Brown et al. [4], except we will not be using a force sensor.

**Experiment Protocol**

We recruited 16 novice participants (7 male, 9 female) between the ages of 18 – 24 from the adult population of Johns Hopkins University. All participants were consented according to a protocol approved by the Johns Hopkins Homewood Institutional Review Board (#HIRB00000701). Each of the following tasks was conducted in the same order for each human subject. Participants were introduced to the mobile application and instructed on controlling the PSM (instrumented with Maryland Bipolar Forceps) using this input device. Participants were given a few training tests and 3 minutes of practice further. Participants were instructed to complete the task three times. The process was repeated with the external MTMR.

The experiment is split into the jaw task and the wire task. The jaw task, shown in Fig. 4-Left, occurs first and involves grabbing and lifting the ring in as few attempts as possible. Then, the wire task begins. Participants are instructed to move the ring to the end position referenced in Fig. 4-Right while minimizing the number of times the ring and the wire collide.

**RESULTS**

Of the 48 trials conducted with the phone application and the 48 trials with the MTMR, one from each set of trials was removed due to experimenter error (not starting data collection). Table 1 shows the completion times of the jaw and wire tasks. Though the jaw task only took about 28% longer using the phone ($p = 0.488$), the wire task took over 125% longer to complete using the mobile application than the MTMR ($p = 7.05 \times 10^{-6}$).

<table>
<thead>
<tr>
<th></th>
<th>Jaw Task (s)</th>
<th>Wire Task (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone</td>
<td>24.2 ± 14.1</td>
<td>85.9 ± 41.1</td>
</tr>
<tr>
<td>MTMR</td>
<td>18.8 ± 27.4</td>
<td>38.1 ± 32.7</td>
</tr>
</tbody>
</table>

Though the MTMR seems superior at first glance, Tables 2 and 3 show that users were more accurate when controlling the PSM with the iPhone application. The average number of attempts necessary to grab the ring was about 9% lower when using the phone ($p = 0.232$), and the average non-collision was about 7.6% lower than the MTMR ($p = 4.86 \times 10^{-6}$). When participants were using the phone application, it appears that they prioritized accuracy, even if the tasks would take significantly longer.

**DISCUSSION**

From the results, it is apparent that to achieve better accuracy by using the phone, participants had to take a significantly longer time to complete the tasks. Though this indicates that this app cannot be deployed in a time-sensitive environment, we believe it still has merit as a low-cost and readily available input device for surgical robotic training, as well as for facilitating medical robotics research in low-resource settings. It is also worth noting that the iPhone application has a frequency of 60 Hz, which is significantly lower than the MTMR (500 Hz), and therefore a target for improvement. Future work should include integration of a low-cost and compact stereo visualization system, such as a head-mounted display (HMD), to replicate the full functionality of a surgical control console.
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An application of SlicerROS2: Haptic latency evaluation for virtual fixture guidance in breast conserving surgery
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INTRODUCTION
Breast conserving surgery (BCS) is a surgical intervention for breast cancer where the surgeon resects the primary tumor and preserves the surrounding healthy tissue. These procedures have a high failure rate because it is often difficult to localize breast tumor boundaries intraoperatively. Emerging surgical robotic technology demonstrates promise for addressing such challenges. Hand-over-hand control is a design concept that involves cooperative handling of a surgical instrument by the surgeon and a robot. These systems can be used to reduce hand-tremor, improve dexterity, and implement virtual guidance [1]. One way to do this is with a virtual fixture (VF) which is a computer-generated constraint that is communicated from robotic devices to human operators via force and position signals [2]. A forbidden region VF can be used to enforce a safety region or “no-go zone” that can prevent the operator from damaging delicate or critical anatomy. In this paper, we use an Omni Bundle robot (formerly known as a Phantom Omni) to introduce haptic feedback in BCS. In doing so, we demonstrate a new and simplified approach to implementing a VF using open-source software tools such as 3D Slicer and robot operating system (ROS). We also make use of an existing surgical navigation platform that is used for BCS and describe how to deploy this system to encourage adaptation to other clinical applications.

MATERIALS AND METHODS
The goal of this system is to extend an existing surgical navigation platform for BCS to incorporate haptic feedback in the form of a virtual fixture. A positive margin is created during BCS procedures when the surgeon’s cautery device breaches the tumor, therefore we hypothesize that using the tumor boundary as a forbidden region will help prevent this action.

Image guidance and navigation: This robotic system is a direct extension of the NaviKnife platform which was designed to provide additional navigation in BCS [3]. Traditionally in BCS procedures, a radiologist guides a needle through the tumor before the surgery begins for localization. The NaviKnife system uses electromagnetic (EM) navigation to track this needle relative to the cautery. The platform is comprised of an EM tracker, an ultrasound probe, an electrocautery, and a navigation computer. These tools are all deployed using the open-source medical imaging software 3D Slicer (www.Slicer.org) and PLUS toolkit (plustoolkit.github.io). A scripted 3D Slicer module is used to complete the NaviKnife workflow, which involves imaging the breast to identify the tumor boundaries around the localization needle. This boundary is identified by placing points on the ultrasound image. The convex hull of these points is then used as a 3D model of the tumor in Slicer. This model is tracked by an EM sensor on the needle (Fig 1.1).

Cooperative control: To extend the NaviKnife platform to support a virtual fixture, we incorporate a cooperative robotic device called the Omni Bundle robot (Quanser, Markham, ON, Canada). The end-effector (EE) of the device is modified using a 3D printed adapter to hold the blade of an electrocautery (Fig 1.3). The Omni Bundle device is interfaced with ROS2 using the CISST-SAW libraries (github.com/jhu Saw/sawSensiblePhantom) and further integrated with 3D Slicer using SlicerROS2 [4]. An admittance type VF is deployed using the cartesian position controller that is available in
sawSensiblePhantom, and the aforementioned BreachWarning module. Approximately every 13 ± 18 ms, the distance between the tip of the robot and the tumor model is evaluated. If a collision is detected (ie. the tip of the robot is in anywhere in the tumor), a cartesian position control signal (in the form of a ROS topic) is sent to the Omni Bundle to stay in the current position. This signal corresponds to a position signal for a low-level PID controller and acts like “glue” or friction to help the surgeon identify the tumor boundary. When a collision is not detected, a null force is sent to release the device (Fig 1.2).

Initial experimental evaluation: We evaluate the latency of the applied haptic feedback loop using a 3D tumor model that was extracted from a NaviKnife clinical recording. We consider this model to be a “virtual tumor”. The “virtual tumor” is registered roughly to the center of the workspace in front of the Omni bundle rendering. Users are then asked to move the handle of the Omni bundle freely within the device workspace for 30 seconds without looking at the visualization. As they move through the workspace, we ask them to stop and indicate when they feel force feedback being applied to the handle. When they make this indication, we place a fiducial at the current robot tip position (based on the manipulator’s internal tracking).

RESULTS
Integration: Hardware for the NaviKnife system is interfaced with 3D Slicer using the PLUS toolkit. Although 3D Slicer is cross-platform, PLUS is only supported on Windows 10 and 11 whereas ROS is most commonly used on Linux machines. To address this operating system incompatibility, a peer-to-peer network between a Windows and Linux computer is setup using the OpenIGTLink interface in 3D Slicer [5] (Fig 2). The Linux device hosts the ROS interface for the Omni Bundle and the NaviKnife display.

Customization: To implement this VF system in BCS, a scripted 3D Slicer module was written to complement the original SlicerROS2 module. The core logic of this module consists of only 11 lines of python code. This additional code involves instantiating a subscriber and publisher to the cartesian position of the EE of the Omni, as well as a publisher to the servo in the Omni handle. If a collision is detected, the cartesian position of the handle is retrieved from the subscriber and published to the EE. Otherwise, a null wrench is sent to the servo in the Omni bundle handle.

Haptic latency evaluation: Figure 3 demonstrates the results of our haptic latency evaluation for one user. This user indicated that they felt force feedback a total of 10 times, therefore 10 fiducials were added to the scene and all of these fiducials were inside the tumor. We performed the same experiment with 4 users in total, 3 of them only placed fiducials inside of the tumor. One user placed 2 fiducials (out of 5) outside of the tumor. These two fiducials were only 2.0 and 3.4 mm from the surface of the tumor and were likely caused by slight movement of the device between when the user reported haptic feedback and when the fiducial was placed in the scene.

DISCUSSION
We show the feasibility of integrating a forbidden region VF into a 3D Slicer-based navigation platform for BCS. More generally, we present an example image-guided robotic system that can be deployed using SlicerROS2 with minimal customization. This approach can be readily extended to support a broader range of applications. Future work includes scaling this application to other devices and testing on physical models.
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Optimizing Heart Valve Surgery with Model-Free Catheter Control
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INTRODUCTION

Currently, cardiac catheters for Structural Heart Disease (SHD), are maneuvered manually through the vascular pathway to the chambers of the heart by skilled surgeons. Given the complexity of these maneuvers, we aim at introducing a variable shared autonomy robotic platform for intra-procedural support, by robotizing the commercial MitraClip™ System (MCS). The MCS allows the treatment of mitral regurgitation by percutaneously implanting a clip that grasps the valve leaflets. In light of that, the aim of this paper is to propose a position control strategy that guarantees good trajectory tracking.

In the field of control of catheter robots, having a good model is a key point in order to obtain reliable control. A model-based approach on the assumption of a constant curvature (CC) model has been proposed by [1]. The CC model, however, involves simplifying assumptions about catheter shape and external loading, moreover, nonlinearities of the catheter (as dead zones and tendon slack) are usually neglected. In order to include such nonlinearities, the Cosserat Rod model has been exploited by [2]; however, this complicates the model and involves high computational costs which makes the control not feasible in real-time. Model-free controllers based on machine learning represent a valid alternative to analytical models, considering their potential in model uncertainties that strongly influence soft robot control [3]. In [4] they proposed a formulation for learning the inverse kinematics of a continuum manipulator while integrating the end-effector position feedback. We developed a Neural Network based Inverse Kinematic Controller (IKC) shown in the scheme in Fig. 1. The inputs of the net are the target tip pose, \( \bar{p}_{k+1} \), the current servomotors position, \( q_k \), and the current tip pose \( \hat{p}_k \) measured by the EM sensor. The output is the position of the servomotor at the next time instant, \( q_{k+1} \).

MATERIALS AND METHODS

The proposed control exploits the Multi-Layer Perceptron (MLP) neural network to learn the non-linear map:

\[
(\bar{p}_{k+1}, q_k, \hat{p}_k) \rightarrow (q_{k+1}).
\]

As expressed by eq. 1, the inputs are the current measured tip pose, the corresponding motors position, and the tip target pose, while the outputs are the predicted number of motor steps needed to reach it. The data set used for training the NN IKC was generated on the real system by exploring the whole workspace of the catheter. The tip poses associated with motors positions were registered by using the Electromagnetic Sensor Aurora NDI, with a 0.48 mm accuracy on position and 0.30 degrees accuracy on orientation. The Aurora sensor system is composed of an EM field generator and of two 6 DoF sensors, one placed on the base of the system, in order to have a fixed reference frame, and one on the tip of the catheter. A total of 3500 points covers the complete mapping of the whole workspace (shown in Fig. 2), processed and reduced in order to discard all tip poses where tendons show a slack behavior (no motion produced after actuation). The implemented MLP has 17 input and 3 output neurons with linear activation functions and two hidden layers. The system is composed of a set of two Nema 23 Stepper motors (JoyNano), and one linear actuator Nema 17 Bipolar Stepper Motor (Sainsmart) that are used respectively to pull tendons, for bending the catheter in mediolateral (ML) and anteroposterior (AP) planes, and to move the tip in the forward direction (LIN). Each motor is controlled by a DM556 driver (Jadeshay).
and connected to an Arduino Uno microcontroller. In order to test and validate the performances of the proposed method, five different trajectories composed of five points each were tested for real-time kinematic control of the manipulator with the proposed IKC, with respect to the state-of-the-art control of the system [5]. The experiments were conducted for evaluating the performance of the control for path following and target reaching in terms of the Euclidean Distance (ED):

$$ED = ||\hat{p}_k - \bar{p}_k||,$$

(2)

between the desired position of the tip and the measured one. For all the experiments, the manipulator starts from the home position, and the final target is on the mitral valve, see Fig. 2. Moreover, to test the robustness of control, the tests were performed at 2 different motors’ velocities.

**RESULTS**

To study the performance of the proposed IK controller, the system was tested in tracking five desired trajectories. Two different motors’ velocities (60 rpm for AP and ML motors, 120 rpm for LIN one, 90 rpm for AP and ML, then 270 rpm for LIN) were set to simulate slow and fast actuation to characterize the control approach proposed. Each trajectory was repeated 3 times at each speed, and the results were averaged. Our study compared also the performance of data-driven control with the PID model-based control proposed by [5]. The box plots in Fig. 3 show the distribution of the estimated position error (ED) with the proposed IKC applied for the two motors’ velocities. It can be noticed that the median of the error with slower motors’ velocities is about 2 mm, with respect to the 5.5 mm obtained at higher velocity. Moreover in Fig. 3 is reported with a red line the mean value of the error obtained with the PID controller in [5], which is around 5 mm. The data-driven controller outperformed the PID when the motors velocities are set to small values, with an average improvement in tracking error of 3 mm. Moreover, the orientation control in the IKC, reaches an accuracy of $1.58 \pm 1.02$ degrees on the Y-axis (yaw), $1.03 \pm 0.35$ degrees on the Z-axis (pitch), and $0.59 \pm 0.29$ degrees on the X-axis (roll). Overall, the results suggest that data-driven control can be a promising alternative to model-based control in challenging scenarios.

**DISCUSSION**

In conclusion, this paper introduces a machine learning-based kinematic controller for continuum robots and the preliminary validation results of a robotic-assisted system in comparison with a PID state-of-the-art control. Experimental results demonstrated the effectiveness of the proposed method in path tracking if we stay under a curtain motor’s velocity. In addition, further testing is needed to assess the speed of the motors at which the control begins to degrade performance.
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\section*{INTRODUCTION}

The success of percutaneous focal tumour ablation largely depends on precise needle placement: an ablation zone, typically described as an ellipsoid centred on the ablation active needle tip, needs to completely enclose the tumour with a positive margin [1]. To facilitate precise needle placement, many types of needle guidance devices were developed, providing mechanical support and improving the targeting of the lesion [2]. Designs of these guiding apparatuses vary, including those that are rigidly attached to the Ultrasound (US) probe, enforcing the “in-plane” needle insertion. This type of targeting device forcefully maintains the needle within the US plane with the potential to improve the targeting accuracy, but at the same time, limits the entry angles of the needle and US probe placement. Other designs include mechanical and robotic (i.e., with electronic characteristics) guiders, which are large and need to be attached/positioned close to the surgical table, potentially restricting the range of movement of the healthcare providers (i.e., physicians and nurses) [3].

In this paper, we present a proof-of-principle surgical navigation system based on a disposable mini-stereotactic frame, which provides mechanical support for precise needle guidance. The pose of this stereotactic needle guider is magnetically tracked and calibrated, allowing the surgeon to visualize the potential needle trajectory in a 3D Virtual Reality (VR) environment prior to needle insertion.

\section*{MATERIALS AND METHODS}

A 3D Slicer module was developed as a VR platform for surgical navigation based on streaming US images, and a patient-attached “mini” aiming device (CuraWay Medical Technology, China) with stereotactic characteristics as shown in Figure 1a. A magnetic tracking system (Aurora, Northern Digital Inc., CA) was deployed to track all the surgical apparatuses. The main component of our approach is the aiming device which comprises a gimble mechanism with a metallic hollow tube at the turntable allowing a range of angular movement of $\approx 180^\circ$. The turntable has an easy locking mechanism that rigidly secures the angular positioning of the metallic tube relative to its base. A magnetic pose sensor was attached to the turntable, using a custom clamp (Figure 1b), to track the guider. A 3D needle model is then displayed within the VR 3D Slicer module acting as a virtual path/pointer.

To ensure the correct display of the virtual path, we devised a spatial calibration technique to align the long axis of the metallic tube to the magnetic pose sensor using a least-squares solution. To perform the calibration a pre-calibrated needle (Aurora 5 DOF Needle, 18G, NDI, Canada) was slowly inserted into the guider tube, acting as a stylet and ground truth. The transformation matrices, relating the pose of the needle with respect to the guider, were used to perform the calibration. As shown in Figure 2b, the needle was subject to no bending.

The visualization within the 3D Slicer module is customized based on the geometry of the ablation applicator...
and the ablation zone (based on the manufacturer’s specification). The accuracy of the virtual path projection, i.e. calibration of the stereotactic frame, was assessed by performing two analyses: a rotational and a translational error. For both experiments, a pre-calibrated needle (ground truth) was completely inserted into the guider without bending, then the guider was positioned in ten different orientations around the device’s range of angular movement. For each position, both transformation matrices, the needle, and the calibrated sensor in the guider were saved to perform the error analyses. The resultant calibration matrix was applied to the real-time tracking information of the guider sensor, adjusting the virtual path position, as shown in Figure 2a.

RESULTS
A typical surgical navigation using the stereotactic frame is visualized in Figure 3: the virtual path (green) follows the same direction, and position, as the ground truth model (yellow), when the latest is inserted into the aiming device. The virtual path depth can be adjusted in the 3D Slicer module depending on the needs of each ablation case. The geometry of the ablation zone can be updated by changing the parameters in the 3D Slicer module depending on the needs of each ablation case.

![Fig. 3 Guider calibration visual results. Virtual path position (green) and ground truth, needle model (yellow).](image)

![Real-life setup and virtual environment](image)

Table I summarizes the rotational and translational error image of a liver phantom designed in our lab.

**DISCUSSION**

The work presented here demonstrates a successful validation of the use of a mini-stereotactic frame as a guidance system. The pre-aiming given by the needle guider allows an “out of plane” approach, offering the exploration of alternative entry points while not limiting the US probe placement and the guider small size suggests non-interference with the healthcare providers. The 3D Slicer module’s possibility of adjusting the parameters of the needle and ablation zone provides a wide guidance system for percutaneous procedures. While further testing is required to assess the clinical viability, these initial results suggest that the combination of the path projection and ablation zone display can assist percutaneous ablation procedures in the accurate placement of the active tip while ensuring complete tumour coverage.

![Fig. 4 Ablation zone and virtual path surrounding the tumour, in a virtual environment and superimposed to the US image of a phantom. The real-life setup is at the right.](image)
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finding the sequence of proximal controls $\pi_{\text{prox}}^{\text{prox}}$ that minimizes estimation cost $C$. Then, the problem follows:

$$\hat{\pi}^* = \arg \min_{\pi_{\text{prox}}^{\text{prox}}} C(\pi_{\text{prox}}^{\text{prox}}, \hat{x}^{\text{prox}}_{(t_1, \ldots, t_n)})$$

(3)

where $t$ is the current time and $n$ is the long-term time step. Creating a scalable environment is an important step in getting a better quality of learning-based controls for intelligent agents. Physics-based simulators are commonly used nowadays in various practical fields (e.g., self-driving cars, pick-and-place) to improve the qualities of controls. Similarly, we create the pre-processing pipeline with 3D CTA images and 3D device simulation to create a scalable environment. Figure 3 shows the overall pre-processing pipeline for scalable data. First, given 3D CTA images (Fig. 3(a)), the corresponding 3D segmentation of the whole coronary vessels is computed (Fig. 3(b)). Then, the 3D level set distance map that contains the minimum distance to the vessels at each 3D point is computed to define the boundary conditions (Fig. 3(c)). Finally, we apply the desired force to the proximal section of the wire using the Cosserat-rod model in the simulator, which interacts with the defined boundary conditions by solving partial differential equations. Finally, this provides the scalable simulated device states inside the vessel (Fig. 3(d)).

We reformulate the control problem to a sequence-to-sequence learning problem, which we address using attention-mechanism-based architecture, Transformer model [6]. We use created data from the pre-processing pipeline to train the Transformer model. Our system inherently requires an open loop where spatial feedback of devices is not continuously available due to the radiation availability cannot be guaranteed.

The concepts and information presented in this paper are based on research results that are not commercially available. Future availability cannot be guaranteed.
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**INTRODUCTION**

An endovascular guidewire manipulation is essential for minimally-invasive clinical applications; Percutaneous Coronary Intervention (PCI) is used to open narrowed coronary arteries and restore arterial blood flow to heart tissue, Mechanical thrombectomy for acute ischemic stroke (AIS) to remove blood clots from the brain veins, and Transjugular intrahepatic portosystemic shunt (TIPS) for liver portal hypertension use a special needle and wire to place a wire between the portal vein through the liver. All procedures commonly require 3D vessel geometries from 3D CTA (Computed Tomography Angiography) images (Fig. 1). During these procedures, the clinician generally places a guiding catheter in the ostium of the relevant vessel and then manipulates a wire through the catheter and across the blockage. The clinician only uses X-ray fluoroscopy interminently to visualize and guide the catheter, guidewire, and other devices (e.g., angioplasty balloons and stents).

Various types of endovascular robot-assisted systems [1, 2] are being developed to provide efficient positional control of devices, helping clinicians to mitigate therapeutic risks. The primary motions that a clinician can use to control the movement and direction of the wire are rotation and pushing/retracting from the proximal end of the wire outside the insertion point on the patient’s body.

Even with these robotic devices, clinicians passively control guidewires/catheters by relying on limited indirect observation (i.e., 2D partial view of devices, and intermittent updates due to radiation limit) from X-ray fluoroscopy. Modeling and controlling the guidewire manipulation in coronary vessels remains challenging because of the complicated interaction between guidewire motions with different physical properties (i.e., loads, coating) and vessel geometries with lumen conditions resulting in a highly non-linear system. Thus the recent literature has focused on behavior-based automated motion controls; Madder et al. [3] proposed the first known automatic guidewire retraction motions with a rotation of 180° to cannulate a coronary artery bifurcation; In addition, robotic crossing techniques have demonstrated to generate distal guidewire motions that take advantage of the fast response of the robot system, and it’s autonomous and collaborative controls [4, 5].

This paper introduces a scalable learning pipeline to train AI-based agent models toward automated endovascular predictive device controls. Figure 2 shows an overview of an endovascular predictive control workflow. Specifically, we create a scalable environment by pre-processing 3D CTA images, providing patient-specific 3D vessel geometry and the centerline of the coronary. Next, we apply a large quantity of randomly generated motion sequences from the proximal end to generate wire states associated with each environment using a physics-based device simulator. Then, we reformulate the control problem to a sequence-to-sequence learning problem, in which we use a Transformer-based model, trained to handle non-linear sequential forward/inverse transition functions.

**MATERIALS AND METHODS**

At the torque’s attachment point to the robot, the wire’s proximal state, \(\mathbf{x}^{\text{prox}}\) \(\equiv (\langle p, \phi \rangle, \mathbf{e})\), has a translation \(\Delta\) and rotation \(\psi\). At the distal (tip) of the wire, the state \(\mathbf{x}^{\text{tip}}\) is defined by its position and orientation in \(SE(3)\). The physical parameters of the wire are defined as \(p\), including diameter, Poisson ratio, Young modulus, number of elements, etc. Let \(e \in E\) represent the spatial environment of the vessel, including 3D vessel geometry, 3D vessel centerline, and sectional labels.

Since we do not have a direct measurement for the tip of the guidewire, we simplify \(\mathbf{x}^{\text{tip}} \in \mathbb{R}^3\) with regard to the 3D vessel centerline by projecting it into known 3D vessel centerline. Then, \(\mathbf{x}^{\text{tip}} \approx \mathbf{x}^{\text{tip}} = \langle \mathbf{X}^{\text{tip}}, \gamma^{\text{tip}} \rangle\) where \(\Delta^{\text{tip}}\) and \(\gamma^{\text{tip}}\) represent the translation along the centerline and the distance from the centerline to the tip, respectively. Then our manipulation system can be treated as a forward/inverse transition function \(\mathcal{F}_\mathcal{F}\) and \(\mathcal{F}_T\) with control \(\mathbf{u}^{\text{prox}} \in \mathcal{H}\) to transition from one state to another state given physical parameters \(p\) and the spatial environment of vessel \(e\):

\[
\begin{align*}
\mathbf{x}^{\text{tip}} = & \mathcal{F}_\mathcal{F}(\mathbf{s}_1, \mathbf{x}^{\text{prox}}_1, \pi^{\text{prox}}_1, p, e), \\
\mathbf{x}^{\text{prox}}_1 = & \mathcal{F}_T(\mathbf{g}^{\text{tip}}_1, \mathbf{x}^{\text{prox}}_1, \gamma^{\text{prox}}_1, p, e)
\end{align*}
\]

(1)

Given \(p\) and \(e\), manipulate the wire to the desired tip state \(\mathbf{x}^{\text{tip}}(\mathbf{s}_1, \ldots, \mathbf{s}_n)\), making all state transitions via \(\mathbf{u}^{\text{prox}}\) and...
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INTRODUCTION

Lasers are an essential tool in modern medical practice, and their applications span a wide spectrum of specialties. In laryngeal microsurgery, lasers are frequently used to excise tumors from the vocal folds [1]. Several research groups have recently developed robotic systems for these procedures [2-4], with the goal of providing enhanced laser aiming and cutting precision.

Within this area of research, one of the problems that has received considerable attention is the automatic control of the laser focus. Briefly, laser focusing refers to the process of optically adjusting a laser beam so that it is concentrated in a small, well-defined spot—see Fig. 1. In surgical applications, tight laser focusing is desirable to maximize cutting efficiency and precision; yet, focusing can be hard to perform manually, as even slight variations (<1 mm) in the focal distance can significantly affect the spot size. Motivated by these challenges, Kundrat and Schoob [3] recently introduced a technique to robotically maintain constant focal distance, thus enabling accurate, consistent cutting. In another study, Geraldes et al. [4] developed an automatic focus control system based on a miniaturized varifocal mirror, and they obtained spot sizes as small as 380 μm for a CO2 laser beam.

Whereas previous work has mainly dealt with the problem of creating—and maintaining—small laser spots, in this paper we propose to study the utility of defocusing surgical lasers. In clinical practice, physicians defocus a laser beam whenever they wish to change its effect from cutting to heating—e.g., to thermally seal a blood vessel [5]. To the best of our knowledge, no previous work has studied the problem of robotically regulating the laser focus to achieve controlled tissue heating, which is precisely the contribution of the present manuscript.

In the following sections, we first briefly review the dynamics of thermal laser-tissue interactions and then propose a controller capable of heating tissue according to a prescribed temperature profile. Laser-tissue interactions are generally considered hard to control due to the inherent inhomogeneity of biological tissue [6], which can create significant variability in its thermal response to laser irradiation. In this paper, we use methods from nonlinear control theory to synthesize a temperature controller capable of working on virtually any tissue type without any prior knowledge of its physical properties.

MATERIALS AND METHODS

Problem Formulation. Let us consider a scenario where a tissue specimen is exposed to a laser beam of intensity \( I \) (W/cm²). The problem we wish to solve is to control the tissue temperature at the point of incidence of the laser. We assume that the laser beam can only be moved vertically with respect to the tissue, i.e., that the only variable we can control is the distance \( d_f \) between the tissue surface and the beam’s focal point—refer to Fig. 1.

Preliminaries. From [7], the temperature dynamics of laser-irradiated tissue can be modeled as:

\[
\frac{\partial T}{\partial t} = \kappa \nabla^2 T + \mu_a I
\]

where \( T \) represents the tissue temperature as a function of space and time, and \( c_v, \kappa, \) and \( \mu_a \) are three tissue-specific physical parameters—namely, the volumetric heat capacity, the thermal conductivity, and the coefficient of absorption.

We note that these parameters are rarely known with certainty, as different types of tissue will generally have different physical properties, and significant variations are possible even within specimens of the same tissue type [6].

We can regulate the beam intensity \( I \) in Eq. (1) by varying \( d_f \). Most surgical lasers produce a Gaussian beam with peak intensity \( I_{peak} \), which can be related to \( d_f \) through simple optics calculations [7]:

\[
d_f = \frac{\pi w^2}{\lambda} \sqrt{\frac{2P}{I_{peak} \pi w^2}} - 1
\]

Here, \( w \) is the beam waist (i.e., the radius at which the beam intensity fades to 1/e of its peak value, measured at the focal point), \( \lambda \) is the laser wavelength, and \( P \) is the laser optical power.

Controller Synthesis. To control the tissue temperature, we synthesize an adaptive controller—this is a well-known family of control methods for systems with uncertain or time-varying parameters. Let us define a control law for the intensity \( I_{peak} \) as follows:
\[ I_{\text{peak}}(t) = \alpha_T T_{\text{peak}} + \alpha_f f(T_{\text{surf}}) + \alpha_r r(t) \]  

where \( t \) represents time, \( r(t) \) is a prescribed temperature profile that we wish to create at the laser point of incidence, \( T_{\text{surf}} \) is the tissue surface temperature, and \( T_{\text{peak}} \) is the surface temperature at the point of incidence – these latter two quantities are assumed to be measurable with a suitable sensor. In the equation above, \( f(T_{\text{surf}}) \) numerically approximates the heat conduction term in Eq. (1), while \( \alpha_T, \alpha_f, \) and \( \alpha_r \) are three scalar coefficients. As sequential temperature measurements become available over time, the adaptive controller updates \( \alpha_T, \alpha_f, \) and \( \alpha_r \) in such a way to minimize the error between the observed temperature \( T_{\text{peak}} \) and the desired temperature \( r \).

**Ex-vivo Experiments.** The controller’s performance was verified in experiments on ex-vivo tissue, using the setup shown in Fig. 2. The experiments used a surgical CO2 laser, the Sharplan 30C (Lumenis Ltd., Israel), whose beam is delivered through an optical fiber. The distance \( d_f \) between the fiber tip and the tissue is controlled by a Panda robotic arm (Franka Emika GmbH, Germany). The tissue surface temperature is monitored with an A655sc thermal camera (Teledyne FLIR, Oregon, USA) at a rate of 100 fps.

We carried out experiments on four different types of tissue, namely, soft tissue phantoms (2% agar gelatin), bovine liver, bovine bone, and chicken muscle. We note that these tissue types are not representative of what is normally encountered in laryngeal microsurgery and that these tissue types are assumed to be measurable with a suitable sensor. In the equation above, \( f(T_{\text{surf}}) \) numerically approximates the heat conduction term in Eq. (1), while \( \alpha_T, \alpha_f, \) and \( \alpha_r \) are three scalar coefficients. As sequential temperature measurements become available over time, the adaptive controller updates \( \alpha_T, \alpha_f, \) and \( \alpha_r \) in such a way to minimize the error between the observed temperature \( T_{\text{peak}} \) and the desired temperature \( r \).

In each experiment, we prescribed a temperature profile \( r(t) \) which linearly ramps up to 50 °C, then remains constant for 70 seconds. We carried out five repetitions for each experimental condition, for a total of 20 experiments. All experiments used the same initial values for the controller’s parameters, i.e., \( \alpha_T = 0.152, \alpha_f = -0.288, \) and \( \alpha_r = 1 \), which were obtained by tuning the controller’s response on the gelatin phantoms.

**RESULTS**

Results are shown in Fig. 3. We observed a tracking error (RMSE) of 2.46 °C on gelatin, 1.95 °C on liver, 1.84 °C on bone, and 2.07 °C on muscle, with standard deviations of 0.2 °C, 0.09 °C, 0.25 °C, and 0.29 °C, respectively.
INTRODUCTION

Bowel cancer and other bowel conditions are becoming increasingly dominant in the UK across all age groups. Every year, around 21,000 patients undergo stoma formation surgery, leading to either a temporary or permanent stoma being fitted [1]. Stoma management presents many complications that lead to extensive physical and psychological burdens, including aesthetics, leakage, production of unpleasant odour, skin blistering and infection, all contributing towards a more complex social life [2][3]. The current state-of-the-art technology failed to produce a solution that overcomes the aforementioned complications and research in the field is only addressing some complications without providing a solution to address them all.

In this study, we have designed and manufactured a proof-of-concept prototype of a controllable valve, aiming to overcome the physical and psychological burden by eliminating the use of an actual stoma bag and allowing the patient to have full control over the stool release. With the sealable valve, stoma patients would be able to improve their quality of life. The proof-of-concept valve is then evaluated through two different experiments for validating the leakage-free mechanism, one through a static experiment and the second through a dynamic motion experiment.

MATERIALS AND METHODS

Design and Fabrication of the valve - The valve design consists of an hourglass-shaped silicone valve with an upper ring and a lower ring as seen in Figure 1. The sleeve was moulded with the silicone Ecoflex 00-30 (Bentley Advanced Materials, Feltham, England) in 3D printed moulds. The silicone was left for four hours to be cured and was removed from the mould manually. The upper ring, lower ring and stoma plug are plastic rigid parts that were manufactured using the Selective Laser Sintering (SLS) 3D printing technique. The Silicone valve was then inserted into the stoma plug and the lower ring was fixed in place, whereas the upper ring was free to rotate in an anticlockwise motion (closing the valve) and clockwise motion (opening the valve).

Static Experiment for Valve Sealing – The first experiment aimed to test the valve under static motion and to consider the angle required to seal the valve. First, the stoma plug was fixed to a water bag with a known water volume and a known weight of the bag. The sleeve was rotated at various degrees and for each number of degrees chosen, the valve was left for 24 hours before the water bag was weighed again. The setup experiment can be seen in Figure 2.

Dynamic Motion Experiment for Valve Sealing– KUKA Framework – To evaluate the valve in a dynamic environment, we have designed a framework using a 7 DoF KUKA arm robot (KUKA LBR, Augsburg, Germany). First, to mimic human motion, an Aurora Sensor (NDI, Ontario, CA) was attached to a participant and the position of the sensor in x, y and z directions were recorded while the participant was performing a jumping motion. The jumping motion was chosen due
to the kinetic energy being applied to the valve would be higher compared to walking or jogging. Therefore, the valve can be tested under an extreme condition. The data was recorded, analyzed, and mapped into the KUKA arm using various software including MATLAB for analysing the data, and C++ for controlling the motion of the robot arm.

Fig. 3 A) Kinetic Energy is applied to the valve during the dynamic motion of the KUKA robot over time. B) Comparison of the vertical displacement of KUKA motion compared to the Aurora sensor over time.

The stoma plug was then inserted into an abdominal wall phantom made of different silicone materials to resemble the skin, fat, and muscles as seen in Figure 4. Alongside the phantom, a water bag was filled with water and attached to the back of the stoma plug. The entire assembly was then inserted into a box which then the box was connected to the KUKA arm shown in Figure 4.

Fig. 4 A) KUKA Arm robot carrying the assembly box with abdominal wall phantom and valve inside while performing the motion in front of Aurora Field Generator for motion recording. B) close-up front view of the assembly box showing the stoma plug. The user interface was not yet incorporated, however, the silicone valve was rotated in the same manner and fixed in place using screws.

RESULTS
The results from the static experiment are shown in Table 1. The table shows the weight of the water bag before and after the experiment showing the best degree of rotation to achieve a fully sealed valve is 720° rotation.

Table. 1 Number of rotation degrees for choosing the optimal degree for achieving a fully sealable valve.

<table>
<thead>
<tr>
<th>Day</th>
<th>Degrees (°)</th>
<th>Weight 1 (g)</th>
<th>Weight 2 (g)</th>
<th>Weight Loss (g)</th>
<th>Weight Loss (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>360</td>
<td>688.2</td>
<td>690.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>540</td>
<td>728.6</td>
<td>726.0</td>
<td>2.6</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>720</td>
<td>680.1</td>
<td>684.4</td>
<td>2.7</td>
<td>2.7</td>
</tr>
</tbody>
</table>

During the dynamic motion experiment, the valve was subjected to the jumping motion at different speeds by controlling the speed of the KUKA arm. During the series of rounds, there was no leakage detected inside the box which validates the number of rotations required to seal the valve fully and the capability to withstand the jumping motion at different speeds without damaging the valve.

DISCUSSION
In this work, we have described the process of manufacturing a sealable silicone valve to prevent leakage for stoma patients. Two experiments were designed including the validation of the valve functionality based on a static condition and dynamic motion condition. Both experiments have shown promising results in achieving a leakage-free valve aiming to eliminate the use of a stoma bag. Therefore, allowing patients to gain control over stool release. Future work includes further investigation and testing the valve in various motions such as sitting and standing up, walking, jogging and other activities performed on daily basis. Moreover, designing a mechanism for the stoma plug to be fixed inside the stoma site.
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INTRODUCTION

Research in surgical robotics and automation has made remarkable advancements in recent years thanks to new methods in computer vision, control, and deep learning. Autonomous end-effector manipulation is a challenging task in surgical robotics, and cutting with scissor tools is largely unexplored. A concurrent work explored path and trajectory generation for cutting deformable materials using the da Vinci Research Kit (dVRK) \cite{1}. However, an efficient and realistic simulation is necessary for methods such as reinforcement learning (RL) or learned trajectory planning. Our previous work built a simulation for the dVRK in Unity for training RL algorithms on rigid body tasks \cite{2}. To our knowledge, there is no dVRK simulation available that includes the cutting of deformable materials. This paper introduces a cutting simulation of a deformable mesh, which can represent a tissue layer, built onto our Unity dVRK simulation.

MATERIALS AND METHODS

Tissues can be roughly approximated with a collection of elastic strands that are woven together. We use this principle to create a simulation of a thin deformable mesh composed of multiple single ropes, so that cutting can be efficiently calculated. We use Obi Rope from the Unity Asset Store, a particle-based simulation method for ropes\textsuperscript{1}. A customizable mesh-like structure was created, where particles from different ropes are pinned at specific locations to create the desired resolution mesh structure. Factors such as rope length, resolution, thickness, appearance, bending, stretching, and tearability can be adjusted to match real-life behavior.

Single Rope: A single rope environment was developed and initial rope parameters as well as cutting logic were tested in this setting. The kinematics of the dVRK Round Tip Scissor tool was implemented, with accurate imported visual models, and efficient convex collision meshes for non-cutting interaction with the rope. By experimental exploration, the best possible rope parameters and cutting mechanisms were determined to match realistic behavior. A sample cutting sequence with the dVRK and a single rope can be seen in Fig. 1.

Multi-Rope: To simulate a 2D mesh similar to a real mesh as shown in Fig. 2A, we compose the mesh of multiple ropes that are joined together like strands. Each rope is deformable and tearable, but pinned at specific locations based on the desired mesh resolution. Such a configuration’s goal is to replicate a thin tissue simulation or cloth simulation, but remain more efficient and flexible for a cutting implementation. We choose to arrange the ropes as a cubic mesh, as the mass-spring model \cite{3} with four vertices was found to be straightforward and a computationally efficient model for simulating cloth after extensive research on computer graphics. In Unity, each rope contains 15 particles, and the number of particles added to the scene grows by 15(2n+1) for a resolution step of 1. Since this system is CPU-dependent, adding particles slows simulation update time.

Sim2Real: A real mesh similar to the virtual rope mesh was created as illustrated in the right part of Fig. 2A.

Fig. 1 dVRK Round Tip Scissor tool cutting a rope

Fig. 2 A) dVRK Round Tip Scissor tool interacting with Multi-rope setup: sim vs real, B) 8 parallel PSM simulation for cutting task

\textsuperscript{1}http://obi.virtualmethodstudio.com/
In our RL setting [2] we can train across multiple parallel environments for better convergence of results, the number of particles increased to $15(2n+1)^*M$ where $M$ is the number of environments (Fig. 2B).

**Cutting implementation:** Our previous Sim2Real work [2] using the dVRK dealt with pushing a block where the jaw open-close behavior was not taken into consideration. In this case of cutting, an interface was developed to accept jaw open and close commands implemented with an underlying interpolation for max speed to account for real hardware constraints. To cut the rope, the bond between particles is broken once a specified object comes into contact. The rope is torn at the contact point if it is in between the jaws and the jaw is closing above a threshold joint velocity. We show a flow chart of our cutting logic in Fig. 4.

**RESULTS**

We can change the resolution of our mesh by simulating more or less ropes in the grid. More ropes effect the simulation speed, which can be observed in Fig. 5, where the effect of changing mesh resolution on simulation frame rate and physics convergence is observed. The final setup chosen is a 7x7 mesh with 1680 particles after addressing the tradeoffs between frame rate and mesh settling time. This virtual scene is tested by cutting the mesh with different trajectories as seen in Fig. 6. This shows how the mesh layer deforms depending on the cut being made. Three types of cuts that are considered are a straight line cut, a diagonal cut, and a square cut. The cuts are made by tele-operating the dVRK Round Tip Scissor tool.

**DISCUSSION**

In this work, we simulate the cutting of a deformable mesh structure using simple rope primitives. This setup can be used for reinforcement learning, and eventually applied to the Sim2Real transfer of learned cutting behavior from simulation. There are a couple of limitations present in this cutting simulation:

- Our simulated cutting mechanism assumes that when the jaws close, the cut is successful. This may not be the case for materials that are difficult to cut, which would cause a Sim2Real gap.
- Matching Sim2Real material cutting behavior is difficult, and our simulation is based on observations and not based on any analytical comparison.
- Settling time plays an important role in the performance/quality tradeoff, which is a critical component when considering RL training that is done across multiple environments and multiple instances. The slower the update, the longer the RL steps, and the longer the training wall clock time.

Our future work will focus on training an RL agent for the cutting of this mesh, and the Sim2Real transfer of this RL agent. Other work will compare simulated mesh cutting with path and trajectory generated cutting [1]. We will also improve the simulation to include multi-layer 3D mesh configurations.
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INTRODUCTION

Flexible steerable tendon-driven systems are crucial in medical interventions, due to their ease of access to narrow spaces and safe operation [1]. Two examples of these systems are ablation and intra-cardiac echocardiography (ICE) catheters, used for non-invasive ultrasound imaging and ablation in cardiac procedures inside the heart. However, precise positioning of these devices to obtain optimal anatomical views is challenging for the cardiologist and requires specialized training [2]. Custom-made tendon-driven robots have been developed and modeled using Cosserat rod theory [3], [4]. However, most of these efforts have been directed towards creating new flexible robots with known parameters rather than adapting pre-existing tendon-driven systems, such as conventional ICE or ablation catheters. In [5] a 4-DoF robot was developed to manipulate and control a 4-tendon ICE catheter by actuating the knobs on the catheter handle. Nevertheless, the dynamics of the catheter’s knob introduce friction and dead zones in the system. In our study, we developed a novel robot for catheter control and experimentally determined the parameters of a 2-DoFs quasi-static model of the ICE catheter. Our design eliminates the complexity of catheter knob dynamics by employing direct tendon actuation, distinguishing it from existing literature. The proposed robot will later be used in a visual-serving mode to autonomously follow an ablation catheter.

MATERIALS AND METHODS

A 6-DoF robot has been developed to actuate a 4-tendon ICE catheter (see Fig. 1). The tendons are individually manipulated utilizing four custom linear actuation units. Each actuation unit consists of a linear bearing mounted on a cylindrical guide, and a ball nut that is coupled with a 2 mm pitch ball screw driven by a BXTH 2214 Brushless Motor (Faulhaber, Baden-Wuerttemberg, Germany). The linear bearing, ball nut, and tendons are connected by a connecting part. The four linear stages have been integrated to form a 4-DoF tendon actuation unit. A grasper is installed at the distal end of the tendon actuation unit to securely hold the catheter’s body, and the tendons are connected to the carriages using a screw-tightened gripper. The tendon actuation unit is mounted on two ball bearings, which enable rotation of the unit. These bearings are held in place by a U-shaped frame. The tendon actuation unit and the catheter are rotated by a pair of pulleys, which are coupled by a timing belt. The driving pulley is actuated by a Faulhaber BXTH 2214 Brushless Motor coupled with a 1:20 gearbox. The U-frame is installed on a custom-made linear motion stage consisting of a bearing mounted on a guide and a ball nut paired with a 1 mm pitch ball screw, which is driven by a Faulhaber BXTH 3216 Brushless Motor.

The motion of the motors is monitored using Faulhaber IEF3-4096 rotary encoders, and the position of the motors is controlled by EPOS2 controllers (Maxon, Sachseln, Switzerland) commanded from a computer through a CAN bus.

The actuation range of the robot is specified in Table I.

<table>
<thead>
<tr>
<th>Actuator</th>
<th>Range</th>
<th>Accuracy</th>
<th>Force/Torque</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tendon</td>
<td>0-70 mm</td>
<td>0.005 mm</td>
<td>28 N</td>
</tr>
<tr>
<td>Rotation</td>
<td>&gt; 720 deg</td>
<td>0.8 deg</td>
<td>0.8 Nm</td>
</tr>
<tr>
<td>Insertion</td>
<td>88 mm</td>
<td>0.01 mm</td>
<td>203 N</td>
</tr>
</tbody>
</table>

The location of the catheter tip within the catheter frame is determined through the use of two electromagnetic (EM) tracker sensors. A 6-DoF reference sensor is attached to the distal end of the catheter support (see Fig. 2), and its position relative to the catheter frame...
is calculated through a 12-point registration process. This process involves placing the EM sensor on 12 pre-defined points on a registration frame with known locations determined from the CAD model of the frame. The transformation matrix is then computed by minimizing the error between the EM and computed positions. Subsequently, a 5-DoF EM sensor is mounted on the tip of the catheter, and the relative position of the tip is calculated using the determined transformation.

A quasi-static catheter model, based on Cosserat slender rod theory as described in [4], was developed to predict the tip position of the catheter. Measurable model parameters, such as the length of the bending section (L) and the outer radius (r2), were determined through direct measurement. The material density (\( \rho \)) was calculated by measuring the weight and volume of a piece of the catheter. Other kinematic parameters, including the elastic modulus (\( E \)), tendon compliance (\( C \)), tendon offset (\( r \)), inner radius (\( r_1 \)), and Poisson’s ratio (\( \nu \)), were determined through calibration. To record calibration data, the catheter was positioned such that the tip of the catheter moved in a horizontal plane. The catheter was then moved to two sets of 100 positions by actuating one tendon twice with a sinusoidal position signal while the antagonist tendon was actuated with the same negative values. The position of the tip of the catheter \( p_{k\text{expt}} \) was recorded and the model parameters was calibrated through minimizing the error of the model-predicted position of the distal end of the catheter \( p_{k\text{model}} \), i.e.,

\[
P = \arg\min_{p \in \Omega} \left\{ \sum_{k=1}^{200} \| p_{k\text{model}} - p_{k\text{expt}} \|_2 \right\} (1)
\]

The parameter calibration was carried out utilizing Interior-point algorithm employing 40 random initial points in a 5-dimensional space.

RESULTS

Fig. 2 illustrates the fabricated setup. Fig. 3 shows the recorded tip position of the catheter vs tendon actuations and the calibrated model. A mean absolute error of 4.56 ± 2.86 SD mm was obtained using this method. Table II shows the calibrated and measured parameters.

![Fig. 2 Top view of the experimental setup.](image)

TABLE II Measured and calibrated parameters. The calibrated values are indicated in bold font.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>3.32 GPa</td>
</tr>
<tr>
<td>( r )</td>
<td>1.12 mm</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.41</td>
</tr>
<tr>
<td>( C )</td>
<td>0.29 N/mm</td>
</tr>
<tr>
<td>( r_1 )</td>
<td>1.01 mm</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>1.4 mm</td>
</tr>
</tbody>
</table>

Fig. 3 Experimental data and analytical model.
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I. INTRODUCTION

The field of continuum robotics continues to advance rapidly, giving these manipulators potential to change the paradigm of minimally invasive medical surgery (MIS) in a near future. As MIS techniques are refined to improve recovery and cosmesis and reduce invasiveness and co-morbidity, continuum robot requirements in MIS applications have become ever stricter.

One such application is Percutaneous Nephrolithotomy (PCNL), a first-choice minimally invasive urological procedure for the extraction of large renal calculi (kidney stones) > 2 cm. The standard of care in PCNL entails the percutaneous insertion of a nephroscope via a small incision in the lumbar or lateral abdominal wall regions, followed by accessing a renal calyx to allow direct manipulation of the stone using specialized lithotripsy devices such as ultrasonic or laser equipment, which aids in reducing blood loss during surgery [1].

This study proposes a lightweight, compact handheld Concentric Tube Robot (CTR) as an alternative to the conventional straight and rigid PCNL tools. Unlike Girerd et al. [2] our design was conceived solely for the use in PCNL. Our envisaged device aims to provide an alternative to the conventional rigid nephroscopes by flexibly maneuvering the handheld CTR through a prescribed renal calyx and reaching clinical targets while safeguarding sensitive anatomical structures, as illustrated in Fig. 1. Additionally, it is designed to deliver an energy source through its lumen to the renal calculi for laser ablation.

II. MATERIALS AND METHODS

A. Description of the Handheld CTR

The handheld CTR consists of a cylindrical outer shell that can be grasped directly by the user Fig. 2. Its handle-free design results in a compact and lightweight device weighing only 500 ± 0.1 grams. Apart from the control units, the outer shell houses all components including the motor, actuation units, and sensors. The robot is designed to manipulate three Nitinol tubes assembled telescopically, with the outer tube being straight and stationary. Both the inner and middle tubes have two degrees of freedom each (translation and rotation) and comprise straight and curved sections.

The outer tube is firmly attached to the distal end of the robot by a clamping shaft collar. An ATI MINI40 6-DOF force/torque sensor at the distal end of the robot enables monitoring the reaction forces on the outermost tube during the CTR deployment into the anatomy. The motion of both the inner and middle tubes is delivered by their respective carriages through a flanged nut paired with a 4mm diameter fast-travel, ultra-precision lead screw with a 10mm travel/turn. With a linear bearing in between the 24-tooth gears attached to the tube and the splined shaft, each tube is rotated by a pair of 24-tooth gears. The splined shaft provides both linear guidance and transfers rotational
motion. Ball bearings secure the distal end of two splined shafts while couplings connect them to individual motors at the proximal end. To reduce weight, we employ four CXR 1727 DC micromotors with corresponding gearheads (91:1 planetary 17/1) and IEH3-4096L encoders from Faulhaber to actuate leadscrews and splined shafts. Our design minimizes the volume of the robot, making it possible for the entire device to be held ergonomically by a human hand, as evidenced by the dimensions in Fig. 2. A cylindrical canopy encloses the robot’s shaft bearings and supports its four motors. A longitudinal canal in the center of the motor assembly guides an inner tube out of the proximal end for insertion of fiber optic and electromagnetic (EM) sensors during procedures (Fig. 3).

![Fig. 3 (a) CXR 1727 DC micromotor (b) Motors & translational/revolute carriages (c) Fully assembled prototype](image)

**B. Hardware and Software Interface**

The robot’s motors are powered by an MC5005SET Faulhaber motion controller and TwinCAT, a soft real-time software suite. Analog signals from the ATI MINI40 force/torque sensor are obtained by a USB-6210 National Instruments data acquisition device. EM tracking system signals are acquired via USB port and analyzed using NDI Aurora’s C++ library. The CTR requires both a low-level and high-level code, which communicate via UDP. The former runs on TwinCAT as a PLC, while the latter runs as a C++ application on the PC.

**C. User Interface**

Handheld robotic systems require effective means to relay user inputs to the robot. We are working on two approaches for merging user interfaces with our robotic solution: one that is integrated with the handheld CTR and allows surgeons to manipulate it through push buttons located on the device’s top shell; and another stand-alone interface whereby a passive arm supports the CTR once deployed into the anatomy. Thereafter, the surgeon can pass commands to the robot through two push buttons and a joystick.

**D. Kinematic Model Calibration**

The CTR tip position is tracked by a 5-DoF EM sensor at the distal end of the innermost tube while a 6-DoF inertial reference EM sensor was installed on the body of the robot. The transformation between the CTR and field generator coordinate frames is computed via an 8 point-registration procedure using landmarks on a registration jig and recorded EM sensor positions at each landmark with respect to the inertial EM frame.

**III. RESULTS**

**A. Calibration Results**

The parameters of the tubes used in the experiments are as shown in Table I. To calibrate the quasi-static model of the CTR [3], the proximal ends of the innermost ($s = β_1$) and intermediate ($s = β_2$) tubes were actuated to the 5 positions listed in Table II. At each position, a full revolution of the innermost tube in $30^\circ$ increments resulted in 60 configurations.

**TABLE I Kinematic parameters of the CTR tubes**

<table>
<thead>
<tr>
<th>ID</th>
<th>OD [mm]</th>
<th>ID [mm]</th>
<th>OD [mm]</th>
<th>ID [mm]</th>
<th>OD [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tb1</td>
<td>0.80</td>
<td>1.27</td>
<td>201.00</td>
<td>60.00</td>
<td>52.00</td>
</tr>
<tr>
<td>Tb2</td>
<td>0.97</td>
<td>1.85</td>
<td>113.00</td>
<td>70.00</td>
<td>87.00</td>
</tr>
<tr>
<td>Tb3</td>
<td>1.20</td>
<td>2.54</td>
<td>101.00</td>
<td>0.00</td>
<td>N/D</td>
</tr>
</tbody>
</table>

**TABLE II Translational actuation configurations**

\[
\begin{align*}
\beta_1 \text{ [mm]} & = -3.50, -115.00, -105.00, -95.00, -90.00 \\
\beta_2 \text{ [mm]} & = -82.00, -62.00, -52.00, -42.00, -40.00
\end{align*}
\]

The calibration is achieved by means of an unconstrained optimization over the kinematic parameter set $Ω = \{E_1J_1, E_2J_2, E_3J_3, G_1J_1, G_2J_2\}$ minimizing the prediction error for the CTR’s distal-end position $p(s = ℓ)$ implementing (1) using the Nelder-Mead simplex algorithm available in the NLopt C++ library [4].

\[
P^* = \underset{P \in Ω}{\arg\min} \left\{ \sum_{k=1}^{60} |p_k(ℓ)_{\text{model}} - p_k(ℓ)_{\text{empirical}}| \right\}
\]

**B. Open-loop accuracy**

The calibrated model’s yielded a prediction error of $6.21 ± 1.8$ mm. As expected, the prediction error increases with the overall length of the backbone. However, in the worse case scenario, the prediction error corresponds to $3.60\%$ the overall length of the backbone.

**DISCUSSION**

The prediction errors observed are due in part to the friction and non-negligible clearance between tubes in the concentric arrangement as well as systematic errors in positioning the tubes in an initial configuration before each run. The performance of this design under closed-loop control as well as a follow-the-leader like deployment into the anatomy is part of out ongoing work.
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INTRODUCTION

Efforts to automate mining of procedural information from surgical texts are enabling technology for future autonomous surgical robots. In building their knowledge base (or seeking to augment it if they encounter unexpected circumstances), these robots need to interface with surgical resources so far intended for human use—such as textbooks, case reports, published medical literature. Knowledge mined from surgical texts forms the backbone of higher cognition mechanisms that support surgical situation awareness and autonomous decision-making, as well as verbal interaction with humans. Great progress in natural language understanding is required. Regardless of whether the information is intended to support monitoring processes, surgeon or performance evaluation, or (in the future) autonomous decision-making, the safety-critical nature of the domain requires a careful study of the information landscape. Surgical textbooks contain descriptions of surgical procedures that are presented semi-algorithmically, often organized in phases and occasionally also in steps. Surgeons can understand and execute the procedure from the description, so it is possible at least in principle to derive a high-level executable representation of the procedure, one which could be suitable for an autonomous robot. However, even assuming that the robot already have executable routines corresponding to elementary surgical instructions such as incising an anatomical structure, placing an object in an anatomical location (and so on), not all information necessary to parametrize a surgical action is found directly in the text, and when it is, it is not always local to where the instruction is mentioned. Some parameters that cannot be found in the text are not missing per se; rather, they are patient-specific and thus available only when the abstract procedure is instantiated. Their values can only be determined from the direct perception of the surgical scene or from patient-specific imaging. Examples are the exact location in space of a target anatomical structure, or the values of conditions involving spatial relationships; for example, which between vein and corresponding artery obstructs the view of the other can depend on anatomical variants or on the direction of approach. In this short paper, we discuss the problem of missing information, and where to find it.

MATERIALS AND METHODS

We examined 6 texts describing the surgical technique for kidney-related interventions within the paradigm of robot-assisted surgery, published between 2014 and 2020 and written in English (e.g., [1], [2], [3]). We chose partial nephrectomy as our case study, covered by 5 of the 6 descriptions. We selected a small number of verbs that describe surgical actions (elementary actions such as incise or complex such as mobilize) and determined what information is both (a) required to parametrize the action and (b) abstract enough to be conveyed via text. This information can be used to determine arguments that co-occur frequently with the verb—in a PropBank-style annotation as done in [4]—or, as we propose, to extend the PropBank annotations with additional labels (required arguments), should one want to specialize PropBank-style annotations specifically for use as mining templates for the surgical domain.

To determine patterns of usage, we examined a database of roughly 100 sentences per verb. Sentences were first extracted from the SPKS database [5]. If there were fewer than 100 samples, the set was augmented with instances from the 6 descriptions, and then with instances from a general robotic-surgery manual [6]. The results and examples in this paper refer to the lemma mobilize.

For every procedural instance of the target verb, we collected in-sentence execution parameters, then examined the sentences immediately preceding and following for additional (implicit or explicit) execution parameters, then examined non-local preceding and following for additional (implicit or explicit) execution parameters, then examined non-local dependencies and the contribution of non-linguistic information (anatomical knowledge, reasoning).

RESULTS

In the context of abdominal surgery, mobilize is used exclusively to indicate that access to a desired location is obstructed by an anatomical structure, which then becomes the target of mobilization precisely in order to allow access. The stop conditions for the motion, the extent of mobilization (and the part of the organ to mobilize, if it is extensive) are all determined by the
goal of gaining access. As soon as the desired visibility is achieved and can be maintained, mobilization is completed.

We identified three required high-level parameters for mobilize: the anatomical structure to mobilize, the direction in which to move it after releasing its attachments, and the purpose of the mobilization (desired access). The triad what-where-to-why, in combination with information on patient anatomy, is sufficient to characterize the set of surgical actions that can successfully meet the specification. Worthy of note is that the specific how (which attachments to release, how far and in what order) even when described in the text is not presented as an exhaustive checklist, but as important nodes to visit. When not mentioned, the attachments to release are whatever resists the movement of the target structure in the desired direction to the extent necessary to achieve access.

We observed three different types of sentences containing the lemma mobilize: (1) the mobilization is presented as an instruction ("The kidney is mobilized outside of Gerota’s fascia, followed by defatting of perinephric fat around the tumor site."); (2) it is presented as a goal for other actions ("The kidney is exposed by incising along the white line of Toldt to mobilize the colon") and (3) it is presented in reference to some other considerations ("The advantage of this technique is that it requires less mobilization of the transverse colon.").

In type-3 contexts, execution is not intended and therefore the missing parameters are irrelevant. In type-2, the mobilization is in fact a “higher-order” surgical action comprised of smaller surgical actions. An instrument is never specified and only the direct object is normally found in-text in the same sentence. The neighboring sentences hold directional information in fewer than a third of the cases and the purpose of the mobilization must be deduced from wider context and from prior knowledge of the anatomical relations. On the other hand, type-2 occurrences are typically accompanied by an in-sentence mention of a surgical action which (partially) implements the mobilization ("This [space] should be incised to mobilize the cecum").

In type-1 occurrences, the direct object is nearly always present in-sentence and always present within a 1-sentence distance. Directional information about the resulting motion is present explicitly in roughly half the cases (off/away from or toward a structure or in a given body-reference direction such as medially or caudally). In roughly a fourth of the cases a stop condition that can be used to infer the purpose is present. Occasionally mobilize occurs with manner information ("gentle and blunt mobilization of X"). This is not a parameter for mobilize but for the implied verb dissect, an elementary component action (rewrite as “use gentle and blunt dissection to mobilize X”).

**DISCUSSION**

Information relevant to determining missing or incomplete execution parameters (object, direction and purpose) can be found non-locally to the current sentence or its two neighbors. Mining it requires retaining lexical and conditional information from prior sentences as well as being able to query non-linguistic knowledge. Successfully parametrizing actions also requires having built from the text a structure of partial goals, which serves as a representation of the procedure and as a working abstraction. The 4 classes of considerations below allow deriving the missing high-level parameters.

**Lexical:** Dropped qualifiers can be necessary to identify the entities (“incise the kidney” vs “incise the left kidney”). The ambiguity is resolved by backing up to the last instance in which the noun occurred with a qualifier. We use a parser to retain the (last) qualifying adjectives with which each noun occurred, and carry it over to the current instance.

**Case-related:** The previous sentences may have constrained the context to a specific case (e.g., right- or left-sided procedures, anatomical variants). We use a tree structure of contexts to represent the workflow’s dependencies on cases and manage “local” instructions.

**Anatomical:** At times it is necessary to combine knowledge of the semantics and pragmatics of the specific verb with anatomical knowledge, to query the projected intraoperative spatial relationships between anatomical objects. Access to an ontology is not sufficient, because intraoperatively spatial relationships may differ from those represented in an ontology, assumed immutable. The most important relationship is occlusion in reference to the field of view where the camera would be at this stage of the surgery.

**Physical modeling:** Directional parameters may be missing because gravity is causing the desired motion of the mobilized organ, as a result of the patient’s pose.
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INTRODUCTION

Early detection of precancerous forms in the intestine, e.g. adenomatous polyps, can be achieved with regular screening programmes of the lower gastro-intestinal tract (GI) by means of flexible sigmoidoscopy and colonoscopy. Screening of the GI tract is of paramount importance to reduce the high death rate of patients affected by colon cancer worldwide. Nonetheless, colonoscopy typically causes discomfort and often requires sedation for the patient because of its invasiveness and abdominal pain associated with it. Research on robotic-assisted colonoscopy is advancing in the design of minimally invasive devices aimed at the inspection of the GI, with the goal of reducing the discomfort caused to the patient while resulting in a safer and more successful procedure [1]. Multiple locomotion strategies have been explored to enable front-head locomotion of endoscopes, to minimise the interaction forces between the scope and the intestine wall, as these forces are typically the first cause of discomfort for the patient. Extensive studies have been conducted in the context of track-based miniaturised robots such as [2] and [3]. However, due to the fixed geometry of these systems, adapting to the variable and irregular lumen of the colon to enable full body track-based navigation is not possible. Furthermore, as per many of the robotic solution presented to date for GI screening, there is also a need to drag a tether, the frictional resistance of which grows the more the robot advances in the intestine. Soft materials properties have inspired research of mechanism to accomplish a compliant interaction with the tissue, such as the use of inflatable balloons for double balloon endoscopy. In our previous work [4], we have presented a novel robotic system for colonoscopy called SoftSCREEN. The proposed system relies on track-based locomotion and shape reconfiguration enabled by two inflatable chambers capable of displacing the elastic tracks to conform to the local geometry of the lumen, enabling full-body track navigation. In this seminal paper we have validated the proposed design in a 2:1 scale system and demonstrated that not only is possible to reconfigure our system to always match the lumen navigated, but also to control the force applied on the walls by means of pressure regulation, and, as a result, fine tuning the traction force of our system. In this work, we present the first miniaturised and modularised prototype of the SoftSCREEN system, designed to create a sterilisable reusable expensive component and a cheap disposable component. We then evaluate this first prototype in a 1:1 scale phantom.

Fig. 1: Overview of the SoftSCREEN system. Picture of the robot mounting a front endoscope (i). Design of the inflatable chambers with reinforced-flange obtained by overmolding hard silicone (in blue) on the inflatable membrane (ii). Assembly of the robot by the insertion of a removable/resuable module into a disposable module (iii).

MATERIALS AND METHODS

The design presented in this work builds on the one firstly proposed by the authors in [4]. Here we are presenting a small-scale version (30 mm in diameter) of this system. As in our previous design the system is composed of a rigid chassis, a motor-powered worm-gear mechanism, six elastic tracks and two inflatable toroidal chambers, as shown in Fig 1-i. The robot mounts a 0.5 W DC Motor with gearhead (both from Maxon Motor™, Sashseln, Switzerland) and a full-HD endoscope (Misumi Electronics Corp., Taiwan) front facing and with integrated illumination. The rotation of the motor cause the rotation of the worm gear which displace all the elastic tracks that move in loop around the chassis and generating the linear movement of the robot by engaging with walls. Direction of motion of the robot depends on the direction of rotation of the motor. Inflation of the toroidal chambers is used to displace and deform the tracks to ensure contact with the lumen, thus traction. To enable shape reconfigurability flanges were embedded on the external surface of the chassis on the distal ends to facilitate chambers installation, sealing, maximise radial expansion and minimise the axial one. Flexibility of the distal ends of the track guides on the rigid chassis was also achieved by means of an expandable mechanism comprising multiple segments connected by hinges, as discussed in [4]. In the design presented here we have optimised this expandable mechanism, creating a chain of three links that provides laterally constraints the movement of the tracks while conforming to the system’s inflated shape. In our design, we connect soft chambers subjected to high deformation to a rigid structure using screws
passing through it. Both from simulation and from experiments this connection was found to be the point of higher stress concentration in the chambers that could lead to failure. To reinforce the membrane at the position of the screws, multi-material inflatable chambers were created by overmolding a layer of hard silicone on the flanges of the soft membrane, as shown in Fig 1-ii), to guarantee both high deformation and a robust fixture. Envisioning the robot being used in a clinical settings, we decided to modularise our system creating two modules depicted in Fig 1-iii: the first module is disposable being composed of a plastic chassis and silicone-based inflatable chambers; the second module is reusable after sterilization, and this embeds all the expensive components, namely the motor, the worm-gear and the optics. In the deflated state, the prototype is 32 mm in diameter and 60 mm long. The rigid parts are made of photopolymer resin, printed with a 3D-printer (Formlabs™, Somerville, MA, US). The toroidal chambers are 0.60 mm thickness membranes made of Dragon Skin™ 10 NV silicone rubber (Smooth-On Inc., Easton, PA, US), flange-reinforcement and tracks are made of Smooth-Sil 960™ from the same brand. The tracks are composed by two silicones combined together with overmolding, Dragon Skin™ 30 for the body of the track and Smooth-Sil™ 960 for the teeth. The users can control speed and pressure of the two chambers by using a joystick as shown in Fig 2-i). The two chambers are actuated pneumatically via pressure regulators (VPPX-6F-L-1-F-0L10H-S1, FESTO GmbH, Esslingen, Germany), where the pressure is controlled via a Arduino UNO microcontroller connected to a DAC (DA4C010BI, APTINEX Ltd., Maharagama, Sri Lanka). The motor is driven by a DC (DRV8876, Pololu, Las Vegas, NV, US). An experimental setup was assembled to assess the inflation in a static condition. The overall maximum diameter of the system at different pressure levels. The robot was assembled as described and fixed to a rigid structure passing through it. Both from simulation and from experiments this connection was found to be the point of higher stress concentration in the chambers that could lead to failure. To reinforce the membrane at the position of the screws, multi-material inflatable chambers were created by overmolding a layer of hard silicone on the flanges of the soft membrane, as shown in Fig 1-ii), to guarantee both high deformation and a robust fixture. Envisioning the robot being used in a clinical settings, we decided to modularise our system creating two modules depicted in Fig 1-iii: the first module is disposable being composed of a plastic chassis and silicone-based inflatable chambers; the second module is reusable after sterilization, and this embeds all the expensive components, namely the motor, the worm-gear and the optics. In the deflated state, the prototype is 32 mm in diameter and 60 mm long. The rigid parts are made of photopolymer resin, printed with a 3D-printer (Formlabs™, Somerville, MA, US). The toroidal chambers are 0.60 mm thickness membranes made of Dragon Skin™ 10 NV silicone rubber (Smooth-On Inc., Easton, PA, US), flange-reinforcement and tracks are made of Smooth-Sil 960™ from the same brand. The tracks are composed by two silicones combined together with overmolding, Dragon Skin™ 30 for the body of the track and Smooth-Sil™ 960 for the teeth. The users can control speed and pressure of the two chambers by using a joystick as shown in Fig 2-i). The two chambers are actuated pneumatically via pressure regulators (VPPX-6F-L-1-F-0L10H-S1, FESTO GmbH, Esslingen, Germany), where the pressure is controlled via a Arduino UNO microcontroller connected to a DAC (DA4C010BI, APTINEX Ltd., Maharagama, Sri Lanka). The motor is driven by a DC (DRV8876, Pololu, Las Vegas, NV, US). An experimental setup was assembled to assess the inflation in a static condition. The overall maximum diameter of the system at different pressure levels. The robot was assembled as described and fixed to a rigid structure passing through it. Both from simulation and from experiments this connection was found to be the point of higher stress concentration in the chambers that could lead to failure. To reinforce the membrane at the position of the screws, multi-material inflatable chambers were created by overmolding a layer of hard silicone on the flanges of the soft membrane, as shown in Fig 1-ii), to guarantee both high deformation and a robust fixture. Envisioning the robot being used in a clinical settings, we decided to modularise our system creating two modules depicted in Fig 1-iii: the first module is disposable being composed of a plastic chassis and silicone-based inflatable chambers; the second module is reusable after sterilization, and this embeds all the expensive components, namely the motor, the worm-gear and the optics. In the deflated state, the prototype is 32 mm in diameter and 60 mm long. The rigid parts are made of photopolymer resin, printed with a 3D-printer (Formlabs™, Somerville, MA, US). The toroidal chambers are 0.60 mm thickness membranes made of Dragon Skin™ 10 NV silicone rubber (Smooth-On Inc., Easton, PA, US), flange-reinforcement and tracks are made of Smooth-Sil 960™ from the same brand. The tracks are composed by two silicones combined together with overmolding, Dragon Skin™ 30 for the body of the track and Smooth-Sil™ 960 for the teeth. The users can control speed and pressure of the two chambers by using a joystick as shown in Fig 2-i). The two chambers are actuated pneumatically via pressure regulators (VPPX-6F-L-1-F-0L10H-S1, FESTO GmbH, Esslingen, Germany), where the pressure is controlled via a Arduino UNO microcontroller connected to a DAC (DA4C010BI, APTINEX Ltd., Maharagama, Sri Lanka). The motor is driven by a DC (DRV8876, Pololu, Las Vegas, NV, US). An experimental setup was assembled to assess the inflation in a static condition. The overall maximum diameter of the system at different pressure levels. The robot was assembled as described and fixed to a rigid structure passing through it. Both from simulation and from experiments this connection was found to be the point of higher stress concentration in the chambers that could lead to failure. To reinforce the membrane at the position of the screws, multi-material inflatable chambers were created by overmolding a layer of hard silicone on the flanges of the soft membrane, as shown in Fig 1-ii), to guarantee both high deformation and a robust fixture. Envisioning the robot being used in a clinical settings, we decided to modularise our system creating two modules depicted in Fig 1-iii: the first module is disposable being composed of a plastic chassis and silicone-based inflatable chambers; the second module is reusable after sterilization, and this embeds all the expensive components, namely the motor, the worm-gear and the optics. In the deflated state, the prototype is 32 mm in diameter and 60 mm long. The rigid parts are made of photopolymer resin, printed with a 3D-printer (Formlabs™, Somerville, MA, US). The toroidal chambers are 0.60 mm thickness membranes made of Dragon Skin™ 10 NV silicone rubber (Smooth-On Inc., Easton, PA, US), flange-reinforcement and tracks are made of Smooth-Sil 960™ from the same brand. The tracks are composed by two silicones combined together with overmolding, Dragon Skin™ 30 for the body of the track and Smooth-Sil™ 960 for the teeth. The users can control speed and pressure of the two chambers by using a joystick as shown in Fig 2-i). The two chambers are actuated pneumatically via pressure regulators (VPPX-6F-L-1-F-0L10H-S1, FESTO GmbH, Esslingen, Germany), where the pressure is controlled via a Arduino UNO microcontroller connected to a DAC (DA4C010BI, APTINEX Ltd., Maharagama, Sri Lanka). The motor is driven by a DC (DRV8876, Pololu, Las Vegas, NV, US). An experimental setup was assembled to assess the inflation in a static condition. The overall maximum diameter of the system at different pressure levels. The robot was assembled as described and fixed to a rigid structure passing through it. Both from simulation and from experiments this connection was found to be the point of higher stress concentration in the chambers that could lead to failure. To reinforce the membrane at the position of the screws, multi-material inflatable chambers were created by overmolding a layer of hard silicone on the flanges of the soft membrane, as shown in Fig 1-ii), to guarantee both high deformation and a robust fixture. Envisioning the robot being used in a clinical settings, we decided to modularise our system creating two modules depicted in Fig 1-iii: the first module is disposable being composed of a plastic chassis and silicon...
Surface-Enhanced Raman Spectroscopy and Transfer Learning Toward Accurate Reconstruction of the Surgical Zone
Ashutosh Raman1,2, Ren A. Odion1,2, Kent Yamamoto1, Weston Ross2,4, Tuan Vo-Dinh1,2,3, Patrick J. Codd2,4

1Department of Biomedical Engineering, Duke University, Durham, NC, USA
2Fitzpatrick Institute for Photonics, Duke University, Durham, NC, USA
3Department of Chemistry, Duke University, Durham, NC, USA
4Department of Neurosurgery, Duke University School of Medicine, Durham, NC, USA
ashutosh.raman@duke.edu

INTRODUCTION
Raman spectroscopy is a photonic modality defined as the inelastic backscattering of excitation coherent laser light. It is particularly beneficial for rapid tissue diagnosis in sensitive intraoperative environments like those involving the brain, due to its nonionizing potential, point-scanning capability, and highly-specific spectral fingerprint signatures that can characterize tissue pathology [1]. While Raman scattering is an inherently weak process, Surface-Enhanced Raman Spectroscopy (SERS), which is based on the use of metal nanostructure surfaces to amplify Raman signals, has become a compelling method for achieving highly specific Raman spectra with detection sensitivity comparable to conventional modalities such as fluorescence [2]. A unique plasmonics-active nanoplatform, SERS gold nanostars (GNS) have previously been designed in our group to accumulate preferentially in brain tumors [2]. Raman detection, when combined with machine learning and robotics, stands to enhance the diagnosis of surface-level ambiguous tissue during tumor resection surgery, with the potential to improve extent-of-resection and rapidly reconstruct the dynamic surgical field. Here we demonstrate preliminary results from the use of a SERS-based 2-DOF translational platform to efficiently recreate a tumor embedded in healthy tissue, which is modeled here as a GNS-infused phantom. Transfer learning, specifically through use of the open-source RRUFF mineral database [3], is employed here to address the dearth of collected biomedical Raman data [3].

MATERIALS AND METHODS

A. Phantom Design: A 3% agarose tissue-mimicking phantom was created for controlled testing of the platform. A 20 mm diameter circular hole was situated in the center of the mold, with two 5 mm diameter holes (fiducials) situated 10 mm edge-to-edge from the middle hole and along the diameter of the overall mold. 1 mL of 1-nM GNS-Cyanine 7.5 (Cy 7.5) solution was mixed with approximately 20 mL of the liquid agarose solution and used to fill the central hole (target), as well as one fiducial. The other fiducial was filled with green tissue dye and no Cy 7.5, to serve as a visually similar control and test the ability of the Raman system to differentiate targets of the same color with and without SERS particles. This is all shown in Fig. 1.

B. Neural Network and Transfer Learning: A convolutional neural network (CNN) was built with the structure shown in Fig. 2A. For the classification of Raman spectra in a biological context, the RRUFF open-source Raman spectra mineral database [3] was first utilized to pre-train the network. Once a validation accuracy of 90% was achieved following classification of the four most prevalent RRUFF mineral classes, all CNN layers were frozen and the final fully-connected layer was replaced with a trainable two-neuron layer. Using a miniaturized Hamamatsu C13560 Raman system with 15-mW laser power, an integration time of 350 ms, and a sample distance of 10 mm, Raman spectra (n = 100 per class) were collected from solidified agarose and Cy 7.5-infused agarose samples similar in consistency to those used in the experimental phantom. Each spectrum
was filtered to only contain intensity values from 810-920 nm, then fit with a 3rd order iterative modified multi-polynomial to remove baseline signal. Then the spectra were min-max normalized, and finally interpolated to 3397 values each, to match the required input feature size for the pre-trained CNN. The average spectra for both classes are shown in Fig. 2B.

Fig. 3 A) Experimental Setup Used for Reconstruction and B) Schematic of Hamamatsu Raman System

C. Translational System Setup: The Hamamatsu system was attached to two linear translation stages (Thorlabs LTS300). A 3D-printed mount was used to position the phantom precisely and reproducibly at 10 mm under the laser. The setup is shown in Fig. 3A, with the Hamamatsu Raman system schematic shown in Fig. 3B.

D. Raster and Reconstruction: A linear raster within a grid of 30x60 mm was implemented to completely scan the region of interest (ROI) in the phantom, including the tumor-mimicking zone and both fiducials. The stage was moved in 1 mm increments, pausing each time for 350 ms, during which the Raman system automatically captured a spectrum. Each spectrum was then post-processed in the same manner as the training Raman dataset used for CNN fine-tuning. Finally, each spectrum was given a prediction classification of 0 (Control) or 1 (Cy 7.5), and this was assigned to the location from which the sample was taken, to reproduce the ROI. A ground truth reconstruction was also created by manually establishing an origin on the phantom, using the stages to position the laser at the bottom-most edge of the target Cy 7.5 region.

RESULTS

Fig. 4 A) Accuracy and B) Loss curves for the pre-trained CNN during fine-tuning on Cy 7.5 and Control Agarose

Loss and accuracy curves from fine-tuning are provided in Fig. 4. The CNN had 100% test accuracy without evident overfitting in the binary classification task. Fig. 5 demonstrates the reconstructed phantom after the raster and prediction. Much like the majority of the surrounding agarose control, the non-Cy 7.5 green dye was not classified as SERS and thus is not visible in the reconstruction. The predicted approximate distance between the two Cy 7.5 samples remains 10mm edge-to-edge, and the general shape of the center sample is preserved at 19mm diameter, while the Cy-7.5 fiducial is slightly misshapen due to misclassification at boundaries. The grid raster lasted 10.2 minutes.

Fig. 5 Reconstructed Phantom from Raman Raster and CNN Predictions, with Same Orientation as Fig. 1

The ROI area is 1800mm² and the expected area of the Cy 7.5 regions is 333.8mm². The predicted area was 328mm² and thus the accuracy was 98.2%. Comparing the ground truth mask to the predicted reconstruction, the Intersection-over-Union (IoU) score was 84.3%. Comparing boundaries after edge filtering yielded a Boundary IoU of 53%.

DISCUSSION

This study achieved high accuracy and IoU, providing a proof-of-concept for a SERS and transfer learning-based pipeline that can aid neurosurgeons seeking rapid noninvasive sensing in vital areas like the brain. This study also shows that SERS does not differentiate between colors, but rather based on presence of GNS agents, which have previously been designed to accumulate in specific brain tumors. The Boundary IoU was moderate due to the large 1 mm step size, but this can be corrected at the expense of overall raster time; this improved margin detection would make the system more applicable in surgical oncology, primarily in the diagnosis of surface tissue. Furthermore, though the fine-tuning training set was very similar to the phantom, this pipeline still offers value in surgeries for which a biopsy specimen already exists to train CNNs. Future studies make use of a 6-DOF manipulator to scan on non-flat samples and to simulate system deployment in surgical environments. Studies will also utilize animal tissue to explore effects of tissue structure on classification metrics. In conclusion, the preliminary results support the use of rapid and precise robotic biophotonics to aid intraoperative surface-level diagnosis and margin detection during oncologic surgery.
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INTRODUCTION

One in eight females will be diagnosed with breast cancer in their lifetime, making it the most diagnosed cancer globally [1]. Three phases are essential for the outcome of breast cancer; early detection, accurate diagnosis and treatment. Magnetic resonance imaging (MRI) has proven to be highly sensitive in detecting possible tumors lesions compared to other image modalities. However, ultrasound (US) guided biopsies are the standard and biopsies on MRI detected lesions is challenging, because these lesions may not be visible on US images. Registration of pre-operative MRI with the intra-operative US combines the benefits of both imaging modalities and subsequently improve tumor localisation. Therefore, this work presents an US image-based surface reconstruction based on autonomous acquired US images to increase the accuracy of MRI/US registration. Thereby the proposed work eliminates the need for inter-sensor calibration as would be needed if stereo camera-based, depth camera-based or marker-based breast surface reconstruction would be used.

MATERIALS AND METHODS

Experimental setup

The experimental setup as presented in Figure 1 consists of a seven degree-of-freedom manipulator (KUKA LBR Med 7 800, KUKA GMBH, Germany) with and end-effector that hold a linear US probe (L12-5L40S, Telemed UAB, Lithuania). The US probe is connected to a MicrUS EXT-1H (Telemed UAB, Lithuania) which streams the US images with 40 Hz to the confidence driven controller which runs on a workstation. A polyvinylchloride/plasticiser (PVCP) (Bricoleurre, France) breast phantom was fabricated shaped by segmenting MRI patient data. The phantom is made with a 70%/30% ratio of PVCP to mimic breast tissue. The five markers were made by adding green colouring (LUPA colouring, LureParts, The Netherlands) to a 100%/0% PVCP mixture.

Finally, the breast phantom is attached to an aluminium profile in prone position which resembles the position of the breast during MR-imaging. The golden standard is based on a camera scan of the makers on the breast phantom to place the MRI segmented breast surface in space, this golden standard is only used to validate the outcome of the US image-based surface reconstruction.

Image acquisition

The presented work utilises the ultrasound image acquisition strategy presented by Welleweerd et al. [2]. In which the initial reference trajectory of the US probe is planned around the breast and corrected based on the amount of contact between the US probe and breast surface. Additionally, the US probe is rotated in respect to the breast to ensure the contact is centred around the center scan-line of the US probe. This approach limits the need of prior knowledge of the breast shape and position, but provides a high quality US image acquisition stream of 40Hz.

Contact between the US probe and the breast surface is evaluated based on the confidence map [3] of each acquired US image. The confidence map provides a pixel-wise representation of the uncertainties in the US images and therefore provides useful inside in the acoustic coupling of a given US scan-line with the breast surface. During the image acquisition the amount of scan-lines in contact with the breast surface ($C_s$) is set at 30%, 50% and 65% or ($C_s = 0.3, 0.5, 0.65$).
The US images are processed offline by first, creating a binary vector of the original US image with zeros for non-acoustic coupled scan-line and ones for acoustic coupled scan-lines, this evaluation is similar to the control approach presented in Welleweerd et al. [2]. Second, three point clouds are constructed two low-knowledge high density point clouds and a high-knowledge low density point cloud. The two low-knowledge point clouds contain the location in Euclidean space of either the non-acoustic coupled points or the acoustic coupled points, these point clouds are low-knowledge as the undeformed breast surfaces lays somewhere between them. The non-acoustic coupled point provide the knowledge that the breast surface is not there and the acoustic coupled points provide the knowledge that the undeformed breast surface is in an outward direction seen from these scan-lines. The high-knowledge point cloud contains the location of the points that are formed by transition from non-acoustic coupled to acoustic coupled scan-line or vice versa, because these locations contain the undeformed shape of the breast as no deformation is applied by the US probe to ensure acoustic coupling. The initial estimation of the undeformed breast surface is placed between the two low-knowledge point clouds and adjusted based on the high-knowledge point cloud.

RESULTS
Thirty scans of the breast phantom were made with the robotic setup, ten for each confidence set-point and a surface reconstruction was made for each data set. The average surface error in respect with the golden standard was $-3.78 \pm 1.08 \text{ mm}$ for $C_s = 0.3$, $-5.28 \pm 1.30 \text{ mm}$ for $C_s = 0.5$ and $-8.45 \pm 1.77 \text{ mm}$ for $C_s = 0.65$. Note the minus sign means inward deformation compared to the golden standard.

Figure 2 shows the average surface error for all three confidence set-points. The lowest error for all three surface reconstructions is found in the top right and an increasing error is shown till the maximum error is reached at the bottom left. This pattern is shown for all three surface reconstructions, however the lowest error and maximum error are dependent on the confidence set-point.

DISCUSSION
This work presents an approach to reconstruct the breast surface in the undeformed state using autonomously acquired ultrasound data. The robotic setup which acquired these ultrasound images is not dependent on prior knowledge about the breast shape and location, because the controller sets an initial path based on a half-sphere and updates this initial path based on ultrasound images evaluation as presented in Welleweerd et al. [2]. The smallest average reported error was $-3.87 \pm 1.08 \text{ mm}$ compared to the golden standard. However, it should be noted that Welleweerd et al. [2] presents a 1.74 mm error for the golden standard, marker-based registration of the MRI data with the phantom, this error is incorporated in the error found in this work. Possibly a second inaccuracy of the golden standard is shown in the form of a rotational error around the $z$-axis as shown in figure 2. This results in an uneven spread of the error along the reconstructed surface for all three confidence set-points.

An increase in the amount of contact between the breast and the US probe results in an increase in the reported error, because during scanning the breast is more deformed due to the contact with the US probe. Other techniques such as stereo camera-based registration, depth camera-based surface reconstruction or marker reconstruction do not have this disadvantage, but have issues with intersensor calibration. This is seen in the golden standard as it tense to show a rotational error around the $z$-axis, thereby showing the advantages of a single sensor setup.
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INTRODUCTION

Mitral valve regurgitation is the most common valvular disease, affecting 10\% of the population over 75 years old [1]. Current standard of care diagnostic imaging for mitral valve procedures primarily consists of trans-esophageal echocardiography (TEE) as it provides a clear view of the mitral valve leaflets and surrounding tissue. Heart simulator technology has been adopted widely by both industry for evaluation of technologies for imaging heart valves [2], and academia for the assessment of modelled heart valves [3]. Recently, developments have been made on a workflow to create 3D, patient-specific valve models directly from trans-esophageal echocardiography (TEE) images. When viewed dynamically using TEE within a pulse duplicator simulator, it has been demonstrated that these models result in pathology-specific TEE images similar to those acquired from the patient’s valves in-vivo [4]. However, producing a mesh model of the valve geometry from TEE imaging remains a challenge. Previously, producing a valve model included a labor intensive series of steps including manual leaflet segmentation, and computer-aided design (CAD) manipulation to derive a 3D printable mold from a raw segmentation. Our objective is to automate the workflow and reduce the labor requirements for producing these valve models. To address the leaflet segmentation problem, we developed DeepMitral, a fully automatic valve leaflet segmentation tool. Following leaflet segmentation, we have developed tools for automatically deriving mesh models that can easily be integrated into a mold base.

MATERIALS AND METHODS

We have developed a module for 3D Slicer\textsuperscript{1} that incorporates the automated steps towards patient specific valve models. Our module integrates with SlicerHeart, which provides additional tools for valve mold creation, as well as a platform for delineating the mitral annulus\textsuperscript{5}. The first step towards producing a 3D printable valve model mold from a TEE volume is leaflet segmentation. We have developed DeepMitral, a Residual U-Net model that can accurately label the mitral leaflets [6]. This model was originally trained using 40 patient cases, and since the original work, we have added an additional 90 cases for a total of 130. This has been done through the ongoing use of the network within our 3D Slicer module on new patient images, under the supervision of an expert clinical user who provides manual editing to the output segmentations as needed.
Following leaflet segmentation, additional processing is necessary to produce a 3D printable mesh. For our purposes, we desire a positive mold of the inside, or atrial surface of the segmentation. Before proceeding, we utilize the segmentation modules of 3D Slicer to produce a closed-surface mesh representation of the leaflet segmentation. All processing following is done using VTK\(^2\) on PolyData meshes. The atrial surface algorithm is described in algorithm 1, and an example of the resulting extracted surface can be seen in Figure 1.

Algorithm 1: Algorithm to extract only atrial surface portion of segmentation mesh

Data: \( m \) segmentation mesh  
Result: extracted atrial surface mesh  
Construct OBBTree from \( m \);  
Construct cylinder \( c \) with midplane normal as axis, at midplane center, with height 40mm and radius 10mm;  
for each point \( p \) in \( m \) do  
{
  if \( p \) is above midplane then  
    Use OBBTree to compute intersection  
    between \( m \) and line from \( p \) to midplane center;  
    Discard point if self-intersection;  
  else  
    Find line \( l \) from \( p \) to closest point on cylinder;  
    Compute angle \( a \) between mesh normal at \( p \) and line \( l \);  
    Discard point if angle \( a \) > 1.5 rad  
}  
end

The extracted atrial surface is then thickened inwards towards the midplane center by 2mm, and the portion below the midplane center is filled in. To construct an even, flat base, the bottom half of the mold is also extruded downwards and clipped to account for any regions with a short segmentation. The results of this process can be seen in Figure 2.

RESULTS

Through use in our 3D Slicer module with manual user intervention on cases with poor predictions, we have increased the available data for training our deep learning model. This has resulted in an improvement in accuracy for the mean-absolute-surface distance from 0.59 ± 0.23 mm to 0.57 ± 0.20 mm and a 95% Hausdorff distance from 1.99 ± 1.14 mm to 1.90 ± 0.92 mm. This largely represents an improvement in consistency of the model, which we particularly note in cases of poor image quality. Our 3D Slicer module has been used to produce patient specific valve models for 105 patient cases by clinical users. In all cases where image quality is deemed sufficient to attempt modelling automatic segmentation and mold creation is successful. The time required for the steps within our Slicer module range from 10 to 20 minutes, depending on the amount of manual intervention needed on the automated leaflet segmentation. Manual segmentation takes roughly 1 hour, and manually extracting the atrial surface to produce a mold takes 1 to 3 hours depending on the complexity of the valve.

DISCUSSION

Our 3D Slicer module enables fast and accurate creation of 3D printable meshes directly from patient image data. By integrating our deep learning model into a 3D Slicer module, a user can generate a segmentation with one click in less than 5 seconds and then leverage the 3D Slicer platform to view and edit the segmentation as needed. This allows us to deploy our model, while keeping a user in the loop to verify the quality of the segmentations. Through continued use of this module to generate valve models, we can increase the available data to improve our deep-learning based methods, and further automate steps in the workflow such as annulus identification. With further development, we aim to incorporate further steps into the 3D Slicer module to include automatic creation and positioning of parametric mold and flange components, with the ultimate goal of eliminating any need for external CAD software. Our 3D Slicer module simplifies the overall workflow for valve modelling by automating previously manual steps and incorporating them into a single user interface. We demonstrate an algorithm for extracting the atrial surface from an automatic leaflet segmentation, enabling creation of a positive mold mesh that can easily be 3D printed. By simplifying this workflow, we aim to improve the clinical translatability of patient-specific heart valve modelling.

REFERENCES
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INTRODUCTION
Over 570,000 new cases of bladder cancer are diagnosed worldwide every year[1]. It is essential to detect new tumors as early as possible to reduce the mortality rate. In addition, the muscle invasiveness of lesions should be quantified to determine the optimal treatment plan. Within the "Next-gen in-vivo cancer diagnostics" research project we propose a new cystoscopy instrument consisting of an optical coherence tomography (OCT) sensor, a camera and a light source, mounted on the tip of a concentric tube robot (CTR). The camera images could then be used to create 3-D reconstructions of the bladder wall and to quantify changes in its texture between successive cystoscopy sessions. In addition, the camera could guide the OCT sensor to investigate the bladder wall structure at the locations of possible tumors in order to investigate the malignancy and muscle invasiveness.
This research specifically reports on creating 3-D reconstructions of bladder phantoms and co-registration of successive sessions, in order to automatically detect and indicate changes in texture which might be related to the onset and growth of tumors.
Several research groups performed 3-D reconstruction of the bladder based on monocular images, often in combination with a different sensor or with structured light. Lurie et al. used monocular images (2700 on average) and sophisticated algorithms to create 3-D reconstructions with sufficiently sharp textures such that thin blood vessels are made visible without interruptions [2]. Suarez-Ibarrola et al. also performed detailed 3-D reconstructions of the bladder, but an additional sensor (electromagnetic tracker or inertial measurement unit) was required [4]. Up to date no automatic detection of texture changes in successive cystoscopy sessions has been reported in literature.
MATERIALS AND METHODS
A video of an in-vivo human bladder was recorded using a CV-170 cystoscope (Olympus Corp., Tokyo, Japan). A partial 3-D reconstruction of the bladder wall was made by stitching a representative subset of 351 video frames using Structure-from-Motion (SfM) algorithms by a combination of COLMAP software [3]. Based on the stitched textures a realistic phantom (150% scale, 1.2L volume) was created by printing a mosaic of representative bladder wall texture segments and folding it into a bladder model. Changes between successive scanning sessions were simulated by attaching six pictures...
of tumors (size 5 mm to 30 mm) to different locations of the phantom. Videos were recorded from the bladder phantom at the two sessions, using a camera of type FXD-VB20903L-76 (MISUMI Electronics Corporation, Taipei, Taiwan) with outer diameter 3.8 mm, image size 1280 × 720 pixels and diagonal field of view 76°. After acquisition approximately 125 individual frames were selected and undistorted, its brightness leveled using a Gaussian-smoothed mask and the contrast enhanced. The 3-D reconstruction process was conducted by a combination of COLMAP software [3] and a Matlab application. The estimated camera positions were imported in Matlab and the 3-D pointcloud converted to a surface mesh on which the camera frames were projected. A 2-D atlas was also created by projecting the bladder wall onto a sphere and then a plane using equirectangular projection. The 3-D reconstructions of the two successive sessions were co-registered and deformed using the thin plate spline (TPS) algorithm to make the co-registered features coincide with each other. The corresponding 2-D atlases were subtracted and regions with significant color differences highlighted.

RESULTS

Figure 1 shows the workflow showing the different steps in the acquisition, reconstruction and inter-session comparison processes. In the first session 124 camera frames were recorded. 780 pairwise registrations were found with an average of 34.9 inlier feature pairs per registration, leading to 2041 robust homologous points in the bi-connected connectivity graph. Three camera frames were discarded in the 3-D reconstruction. A pointcloud was constructed consisting of 2041 points, as shown in Figure 1(b). The mean reprojection error was 0.081 mm (range 0 mm to 0.79 mm). The pointcloud was subsequently converted to a surface mesh with 623 vertices and 674 faces (Figure 1(c)). The textured model is shown in Figure 1(e) and the corresponding atlas in Figure 1(f). The average time needed for reconstructing one session was 15 minutes. The difference between both sessions is shown in Figure 1(g), with highly saturated regions representing relatively large changes in texture. By smoothing and thresholding the saturation channel six regions are filtered and used to highlight the corresponding regions shown in Figure 1(h). Approximately 30 minutes were needed to conduct the necessary steps to perform inter-session registration, resolve any inaccuracies in the registration and choose the right filtering parameters to properly highlight the changes in texture.

DISCUSSION

The results show that cystoscopy images of the bladder could be reconstructed in 3-D and subsequently projected to a 2-D atlas. Registrations of successive sessions were effectively co-registered with help of the TPS algorithm and the system was able to automatically detect all six images of tumors which were added between the two sessions. While the original textures were acquired from an in-vivo cystoscopy video, comparison of two successive sessions was based on images of a realistic ex-vivo phantom. A next step in this research is to acquire and process in-vivo cystoscopy images at different sessions from the same patient in order to detect and quantify texture changes in vivo. The research envisages the use of a concentric tube robot for manipulating the an end-effector consisting of a miniature camera along with an OCT sensor and a light source. The integration of multiple sensors into one robotically-steered minimally-invasive instrument potentially allows for a versatile bladder cancer screening method with direct assessment of muscle invasiveness of any tumors. The development of such a device is challenging given the small diameter of the urethra through which the bladder is to be accessed. In any case the results presented in this paper could in principle also be applied to standard cystoscopy procedures, as long as a proper video is acquired. Approximately one hour was needed to create 3-D reconstructions of both sessions and perform the inter-session comparison. This can be primarily attributed to the time required by the structure-from-motion and bundle adjustment algorithms to create a proper 3-D reconstruction, and it is in line with state-of-art reconstruction techniques [4], [2]. The 3-D reconstruction process is particularly difficult due to the presence of floating particles in the fluid, bladder wall deformations, uneven lighting, blurry frames and other effects. Many manual interventions were needed, e.g. in selecting the proper range of input frames and at different steps in inter-session comparison. More sophisticated algorithms should be implemented to streamline the workflow and alleviate the need for manual interventions.

In current clinical practice usually only a couple of cystoscopy images are stored, which is insufficient for automatic comparison of successive sessions. When each cystoscopy session would be recorded on video by default and automatically reconstructed in 3-D and compared to earlier sessions, urologists could be presented with powerful new tools to detect suspicious changes in texture, and be quicker on average in detecting new bladder tumors. Especially when combined with robotic steering and/or an OCT sensor, this may bring the standard of bladder cancer diagnostics to a higher level and improve the quality of life of bladder cancer patients.
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INTRODUCTION

Autonomous surgical task execution has the potential to improve surgeons’ working conditions, increase hospital throughput, and better patient outcomes in the future. While fully autonomous robotic minimally invasive surgery (RMIS) is currently unrealistic for several reasons, partly automated surgery – or task autonomy [1] – is being explored for different surgical tasks. One such task is suturing, which involves complex motions in a challenging environment. Automating the suturing task using surgical robots has been attracting research interest (see, e.g., [2]–[4] for recent studies). Despite these advances, automated suturing is still limited to controlled environments and is not yet applicable in realistic surgical settings.

This paper presents a step towards autonomous robotic suturing. Specifically, we propose a method for suture needle state estimation during insertion into soft tissue based on electrical bioimpedance (EBI) sensing. EBI is an advantageous sensing modality in RMIS, given that it is non-invasive and requires only minor modifications to existing surgical instruments. In this study, we equip a surgical robot with EBI sensing capabilities, allowing the robot to measure the electrical impedance between a needle driver instrument and a common ground electrode. The proposed method requires a suture needle with insulation coating except for its tip, end, and notch in the middle. We conducted an experiment for concept validation based on ex vivo animal tissue where we obtained a 98.8 % prediction accuracy on four different suture needle insertion states. Most interestingly, we could accurately determine when the needle tip exits after being pushed through soft tissue, which is challenging to do with, e.g., computer vision due to the needle’s small size and occlusions. The needle tip exiting is valuable information as often one wishes to grasp the needle tip with a second manipulator to complete the suture throw by pulling the needle through the tissue.

MATERIALS AND METHODS

The proposed method is based on a monopolar EBI sensing configuration where the electrical impedance of a material is measured through one electrode and a ground electrode for current return and as a potential reference.

The method was validated on the MOPS surgical robotic platform [5]. To enable EBI sensing capabilities on the MOPS system, we integrated a Quadra electrical impedance spectroscopy analyzer (Eliko OÜ, Estonia). The Quadra is able to sample impedance data at 15 frequencies from 1 kHz to 349 kHz in real time. The current stimulation pin and voltage measurement pins were shorted and connected to one of the needle driver’s jaws. A metal plate was placed under the tissue and acted as the ground electrode. The suture needle (3/8 circle, 24 mm in diameter) is coated with a layer of Teflon, as shown in Fig. 1. The coating layer does not cover the needle tip, end, and a 1 mm notch in the middle (15 mm from the tip).

With this coating, we are able to observe a distinct change in the EBI signal as the needle enters and exits the tissue: Before contacting the tissue, the sensing circuit is open, and the measured impedance value is high. The moment the needle comes in contact with the tissue, a decrease of the measured impedance values can be seen. A slight decrease of the EBI value may occur during the insertion since the contact area between the needle and tissue increases [6].
To verify our method, we set up an experiment where we autonomously performed eight suture throws on a chicken breast while recording sensor signals from the robot system, camera, and Quadra device. Fig. 2 depicts the scenario: Initially, the needle driver would move the pre-grasped needle downward, tip-first, with a velocity of $0.8 \text{ mm s}^{-1}$ until reaching a threshold impedance magnitude of $3000 \Omega$ at the $1000 \text{ kHz}$ excitation frequency. The needle was then moved along a circular trajectory to push it through the tissue. After one-half revolution (after which the needle tip had exited the tissue), the motion was reversed to pull the needle back. Throughout this, we recorded impedance spectrograms from the Quadra sensor at a rate of $1 \text{ kHz}$ and video from a RealSense camera at $30 \text{ Hz}$. Based on the video recordings we manually annotated when changes between the following states occurred:

1. **No contact**: no contact between needle and tissue.
2. **Contact**: needle tip touching tissue (not inserted).
3. **Tip entry**: needle tip inserted in tissue (middle/back outside).
4. **Tip exit**: needle tip exited on other side of tissue (middle/back inside).

This let us create a dataset of 640 data points, evenly selected from the eight trials (20 data points per state from each trial), annotated with ground-truth states according to the list above.

To test whether the recorded impedance spectrograms is suitable for determining the needle insertion state, we use a simple two-nearest neighbors classification scheme according to the list above.

### RESULTS

Using the proposed scheme for estimation a suture needle’s insertion state, we obtain an exact match metric of 98.8%, indicating that almost all samples had their labels classified correctly. In three cases the contact state was wrongly predicted as the no contact state but otherwise predictions on the test set were entirely correct.

### DISCUSSION

In this research, we presented a novel method for suture needle insertion state estimation based on EBI sensing. Given the sensed EBI signal, the system could accurately detect whether the needle tip contacts, enters or exits the tissue accurately on pre-recorded data (offline). This important information can be used guide control autonomous robotic suturing. The two-nearest neighbors method achieved very good results. However, the method will not generalize well to other tissue types which have different electrical properties.

It is interesting to observe that the EBI magnitude was slightly lower when middle notch was inserted into the tissue and the value increased after the middle notch exited. In this work we did not use this information though this indicates that we can achieve more fine-grained state estimation by manipulating the needle’s insulation coating.

Future work will investigate using the proposed method for online feedback control to autonomously complete full suture throws, including pulling the needle out from tissue after its tip exits. Additionally, we plan to extend the method to an increasingly realistic surgical environment.
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